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Real Estate

Housing

Residential real estate is a huge market
I The course will not cover commercial real estate

Housing is by far most household’s main asset
I Leveraged purchases through the mortgage market

Macroeconomic relevance
I Determinant of intra-national mobility
I Potential for large wealth effects

Asset-pricing perspective
I OTC financial asset
I Differentiated durable consumption goods

At the heart of the Great Recession
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Housing Demand

The Demand for Housing

Three distinct but related questions

1 Where do you want to live?
I Spatial equilibrium
I Within cities: Alonso-Muth-Mills
I Across cities: Rosen-Roback
I Hedonic pricing of amenities and local public goods

2 Do you want to own or to rent?
I Ownership-rental equilibrium

3 How much housing do you want?
I Structure and space
I The least studied among these questions

Giacomo Ponzetto (CREI) Urban Economics 5, 6, 12 March 2012 3 / 119



Housing Demand Hedonics

Housing Hedonics

Goods are valued for their utility-bearing attributes

Hedonic prices are the implicit prices of those attributes

They are revealed from the observed prices of differentiated products
and the attributes associated with each of them

Hedonic analysis starts from regressing prices on attributes
I Doing it rigorously is not as simple as that

Houses within a metropolitan area are a perfect object of analysis
I The metropolitan area is a single labor market, so wages do not vary

What is the structural interpretation of the hedonic coeffi cients?

Rosen (1974) highlights the problem of a two-sided market
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Housing Demand Hedonics

The Consumer’s Problem

House price is a function p (z) of utility-bearing attributes z1, ..., zn
Consumer utility is U (x , z) where x is non-housing consumption
The consumer buys one house and has budget y = x + p (z)

I y denotes exogenous income
I x denotes consumption of non-housing goods

Equilibrium utility u defines the bid function θ (z; u, y) such that

U (y − θ, z) = u

The first derivatives of the bid function are

∂θ

∂zi
=

∂U/∂zi
∂U/∂x

> 0,
∂θ

∂u
= − 1

∂U/∂x
< 0 and

∂θ

∂y
= 1

If U is strictly concave, θ is concave in z
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Housing Demand Hedonics

Consumption Decision
HEDONIC PRICES 

valuation the consumer places on zi at a given utility index and income. 
It indicates his reservation demand price for an additional unit of zi, 
which is decreasing in 2,. 

The amount the consumer is willing to pay for r at a fixed utility index 
and income is B(z; u, y),  while p ( r )  is the minimum price he must pay 
in the market. Therefore, utility is maximized when 8(z*;  u*, y)  = ~ ( z * )  
andO,,(Z*; u*,y) = pi (z*) , i  = 1,. . ., n,wherez*andu*are optimum 
quantities. In other words, optimum location on the z-plane occurs where 
the two surfaces p ( r )  and e(z;  u*, y)  are tangent to each other. One 
dimension of consumer equilibrium is illustrated in figure 1, where the 
surfaces have been projected onto the 0 - z, plane cut at (r:, . . . , z:). 
A family of indifference curves, of which only one member (at u*) is * shown, is defined by 8(r , ,  zz, . ... ,r, ; u, y).  Two different buyers are 
shown in the figure, one with value function 6' and the other with e2. 
The latter purchases a brand offering more zl. 

In general, far less can be said than in the standard analysis about 
comparative statics, because the budget constraint is nonlinear. Differen- 
tiate Bzi with respect to u, eZiu= (UxUxzi- UziUx,)iU~,the numerator 
of which is recognized as determining the sign of the income elasticity of 
demand for "good" zi in standard theory when the other components 
of z are "held constant." If all these derivatives are positive (ziis "nor- 
mal" in this restricted sense for all i ) ,  the gradient of 0 unambiguously 

Lewis (1969) employs a similar construction in analyzing the problem of hours of 
work as a tied sale. Jobs offer a fixed wage-hour package, which varies from job to job. 
The market establishes a function relating wages and hours on which both workers and 
employers base their decisions. 
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Housing Demand Hedonics

The Producer’s Problem
Each firm produces a specific bundle of attributes z
Production costs are C (M, z) where M denotes quantity
The firm is a price taker and maximizes profits

π = Mp (z)− C (M, z)

The optimal choice of M and z satisfies

∂p
∂zi
(z) =

1
M

∂C
∂zi
(z) and p (z) =

∂C
∂M

(M, z)

Equilibrium profits π define the offer function φ (z;π) such that

π = Mφ− C (M, z) and φ =
∂C
∂M

(M, z)

The first derivatives of the offer function are

∂φ

∂zi
=
1
M

∂C
∂zi

> 0,
∂φ

∂π
=
1
M
> 0
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Housing Demand Hedonics

Production Decision
43 HEDONIC PRICES 

defines a family of curves on the z, - 4 plane cut through the indifference 
surface at  the optimum values of the other attributes. Only one member 
is sliown in tlie figure. The curve labeled 4' refers to a production unit 
possessing production and cost conditions making it well suited to produce 
lesser amounts of z,,  while the one labeled 4' refers to a firm with a com- 
parative advantage at producing higher values of z,. That is, the two 
plants have distinct values of the parameter /I. More generally, there is a 
distribution of /I across all potential sellers. Let G(/ I )represent that dis- 
tribution. 'Then producer equilibrium is characterized by a family of 
offer functions that envelop the market hedonic price functions. 

Wliat is the empirical content of /I? I t  is anything that shifts cost con- 
ditions among firms. 'Thus, differences in factor prices are one possibility. 
For example, many products are produced in several countries and are 
traded on national markets (fbr examples, see Griliches [1971], chap. 5). 
'Thcrc is no reason to assume equalization of factor prices in these cases. 
hlorc generally, anything allowing identification of conventional multi- 
product production functions in cross-section data serves to provoke 
differences in /I. Factor price diKerenccs across states or regions within a 
country often serve this purpose and do so here as well. Second, differences 
in "technology," as reflected by typically unmeasured, firm-specific 
factors of production, also act as supply shifters across firms. For example, 
agricultural production function rescarch often treats education of the 
farm opcrator in tliis manner. Firm-specific R&l) expenditure as well as 
the phenomena of progress-function-learning also serve these purposes. 
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Housing Demand Hedonics

Market Equilibrium

Consumers have different income and tastes parametrized by α

I The population is described by the joint distribution function F (y , α)

Producers have different technologies parametrized by β

I The population is described by the distribution function G (β)

The market hedonic function p (z) is a joint envelope
1 Upper envelope of consumers’bid functions
2 Lower envelope of producers’offer functions

Quantities demanded and supplied at each z depend on all of p (z)
The characterization of a two-sided equilibrium is problematic
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Housing Demand Hedonics

Two-Sided Equilibrium
HEDONIC PRICES 

As shoxvn above, derivatives of a consumer's value function, Q,,, are 
proportional to marginal rates of substitution. They are reservation-
demand prices for additional amounts of zi at a constant utility index. 
Therefore (Q,,(z)) are the inverses of a set of ordinary compensated 
demand functions for the ziYs. The marginal cost of zi to the consumer is 
p,(z),  and optimal z is determined xvhere marginal costs equal marginal 
values. One dimension of these marginal concepts is illustrated in figure 4. 
The curves labeled Qi,are derivatives of QJ in figure 1 and reflect com-
pensated demand functions for various buyers. The dashed line labeled 
p,(z) is the common marginal cost confronting all buyers. Consumer 
choice is given by the intersection of demand and marginal cost. I t  
should be emphasized that the functions Q,,(z)are compensated demand 
prices (real income held constant) and can only be derived once equilib- 
rium is determined, as in Section 11. For example, a nexv equilibrium 
resulting from an exogenous shift in p would not alxvays be given by the 
intersection of the new marginal costs, p , (z) ,  and the initial compensated 
demand price functions. An exception occurs when Q,,, = 0 and the 
family of surfaces Q(z; u), such as depicted in figure 1, are all parallel to 
each other: Q,,, = 0 is equivalent to constant marginal utility of money 
and O,, is unique and independent of u only in that case. If Q,,, # 0, the 
shape and location of the Q:, functions are determined by the equilibrium 
conditions of Section I1 : tangency between p(z) and Oj(z, u*). 

A similar procedure applies to firms: Q,, is the reservation supply price 
of incremental zi and reflects a profit-compensated supply function for 
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Housing Demand Hedonics

One-Sided Equilibrium

If one side of the market is homogeneous, it determines market prices
1 If firms are identical, p (z) coincides with their offer function
2 If consumers are identical, p (z) coincides with their bid function

If the market is perfectly competitive, p (z) is determined by supply
I Free entry implies π = 0
I All firms operate at minimum average cost

c (z) = minM
{
1
M C (M, z)

}
I The market price equals minimum production cost: p (z) = c (z)
I Quantity adjusts through firm entry, not firm size

Perfect competition with heterogeneous β if no type is scarce
I Otherwise the scarce effi cient types earn profits and demand matters
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Housing Demand Hedonics

How Not to Identify the Model

Standard simultaneity problem in two-sided markets

Rosen (1974) proposed a two-step empirical strategy

1 Estimate hedonic prices p (z) with the best fitting functional form
2 Take partial derivatives of the estimate p̂ (z) at the sample values
and estimate the simultaneous demand and supply equations

∂p
∂zi
(z) = Fi

(
z, xd , y − p (z)

)
∂p
∂zi
(z) = Gi (z, xs , p (z))

This procedure is incorrect and unusable (Bartik 1987, Epple 1987)
I The true problem is not simply demand-supply interaction
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Housing Demand Hedonics

Identification Problem

1 If p (z) is non-linear, marginal hedonic prices ∂p/∂zi depend on z
I Consumer preferences determine both quantities z and hedonic prices
I The demand equation can never be estimated consistently by OLS
I The problem arises whether supply is endogenous or exogenous
I If supply is endogenous it suffers from the same problem

2 Observable prices p (z) depend on consumer characteristics xd

I The hedonic regression can be estimated consistently by OLS only if its
error term is uncorrelated with the error term of the demand equation

3 Consumer tastes also determine the supplier each consumer buys from
I E.g., the homeowner’s taste is correlated with the architect’s ability
I Supplier characteristics cannot be used as instruments
I The typical exclusion restrictions for estimating demand systems fail
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Housing Demand Hedonics

Unobserved Consumer Tastes and Supplier Characteristics

84 JOURNAL O F  POLITICAL ECONOMY 

The endogeneity problem emphasized here causes Rosen's sug- 
gested instruments for the marginal bid function, individual supplier 
traits (S,), to produce biased results because of their correlation with 
unobserved tastes in the marginal bid function residual. Even if 
households do not care about individual supplier traits, different sup- 
pliers may offer different Z. The household's choice of a Zi thus also 
implies a choice of Soi. The correlation between unobserved tastes and 
Z results in a correlation between unobserved tastes and So. 

For instance, suppose that housing units owned by landlords who 
are carpenters are better maintained. Households that have greater 
tastes for maintenance will choose carpenter landlords, even without 
knowing their landlord's occupation. 

The biases in the Freeman-Rosen approach are illustrated in figure 
1. Consider two households identical in all observed variables (Z and 
Do) except their chosen z3. Household 2 has a greater taste for zj (Du2) 
than household 1 (D,,) and thus a marginal bid function for zj that is 

FIG. 1.-Unobserved tastes, household choices, and supplier characteristics 
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Housing Demand Hedonics

Identifying and Estimating Hedonic Models

Bartik (1987): exogenous shifts in the consumer’s budget constraint
I Exogenous income changes if you can find them (field experiments)

Many markets with common preference and technology parameters
I Variation across cities or over time
I Identification of demand if unobserved tastes are stable across markets
I Identification of supply if unobserved productivity is stable
I Epple (1987): exclusion restrictions for the linear-quadratic model

Ekeland, Heckman, and Nesheim (2004): nonparametric identification
I The linear-quadratic model is underidentified but arbitrary
I Generic nonlinearities allow identification in a single market
I Cutting-edge econometrics (Heckman, Matzkin and Nesheim 2010)

Urban economists have mostly shied away from structural estimation
I Stop at the first-stage hedonic regression
I Focus on omitted-variable bias
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Housing Demand Hedonics

Air Quality and House Prices

U.S. air pollution greatly decreased in the ’80s as regulation tightened

Did housing values increase more where pollution decreased more?
I Cross-section and fixed-effects estimates are weak and unreliable

Chay and Greenstone (2005) instrument by initial compliance
I Nonattainment counties faced more stringent regulation Figure

I Nonattainment predicts declining pollution and increasing house prices

I Nonattainment in ’75-76 is largely uncorrelated with observables Table

I IV estimates are highly significant and robust OLS 2SLS

I Quite robust to regression discontinuity at the attainment threshold

Random coeffi cients model to account for non-random sorting
I Evidence of taste-based sorting, but small estimated impact

No control for changes in housing supply, nor in other amenities
I Arguably population and housing take more than 5 years to react
I Beware that house prices are forward looking

Giacomo Ponzetto (CREI) Urban Economics 5, 6, 12 March 2012 16 / 119



Housing Demand Hedonics

Trends in Particulate Concentration by County

396

Fig. 2.—1967–75 trends in TSPs concentrations, by 1972 attainment status. The data points are derived from the 228 counties that were continuously
monitored in this period. The 116 attainment counties had a 1970 population of approximately 25.8 million people, whereas about 63.4 million people
lived in the 112 nonattainment counties in the same year. Each data point is the unweighted mean across all counties in the relevant regulatory category.

Back
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Housing Demand Hedonics

Nonattainment and Changes in Air Quality

Fig. 4.—1970–80 change in mean TSPs by 1975 nonattainment status and the geometric
mean of TSPs in 1974.

Fig. 5.—1970–80 change in log housing values by 1975 nonattainment status and the
geometric mean of TSPs in 1974.

Back
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Housing Demand Hedonics

Nonattainment and Changes in House Prices

Fig. 4.—1970–80 change in mean TSPs by 1975 nonattainment status and the geometric
mean of TSPs in 1974.

Fig. 5.—1970–80 change in log housing values by 1975 nonattainment status and the
geometric mean of TSPs in 1974.

Back

Giacomo Ponzetto (CREI) Urban Economics 5, 6, 12 March 2012 19 / 119



Housing Demand Hedonics

404

TABLE 2
Differences in Sample Means between Groups of Counties, Defined by TSPs Levels, Changes, or Nonattainment Status

Cross
Section

1970
(1)

First
Difference
1980�1970

(2)

TSPs Nonattainment

In 1970,
1971, or

1972
(3)

In 1975
or 1976

(4)

In 1975
Regression

Discontinuity
Sample

(5)

In 1975
Bad Day
Sample

(6)

Total counties (nonattainment) 988 988 988
(380)

988
(280)

475
(123)

419
(67)

Housing value 1,092
(918)

�3,237**
(713)

�517
(726)

2,609**
(806)

2,007
(1,193)

2,503
(1,585)

Mean TSPs 39.2**
(1.2)

�30.9**
(1.0)

�19.6**
(1.4)

�10.0**
(1.8)

�12.3**
(2.4)

�4.8
(2.9)

Economic condition variables:
Income per capita (1982–84

dollars)
377.7**
(94.7)

�159.9**
(40.7)

�81.6*
(41.2)

48.6
(46.4)

47.2
(65.1)

�37.2
(94.1)

Total population (% change) 142,016**
(24,279)

�.058**
(.013)

�.046**
(.013)

�.001
(.017)

.005
(.028)

.015
(.030)

Unemployment rate (#100) �.144
(.120)

.519**
(.129)

.200
(.132)

.043
(.152)

.305
(.215)

�.032
(.274)

% employment in manufacturing
(#10)

.098
(.083)

�.119**
(.026)

�.081**
(.026)

�.005
(.028)

�.057
(.042)

�.066
(.051)

Demographic and socioeconomic
variables:

405

Population density 602.3**
(192.6)

�66.9**
(24.8)

�100.5**
(31.4)

�18.0
(24.9)

1.0
(48.0)

42.6
(49.7)

% urban (#10) 1.413**
(.168)

�.051
(.051)

�.087
(.048)

�.009
(.053)

�.021
(.062)

.124
(.088)

% poverty (#10) �.118**
(.046)

.107**
(.024)

.154**
(.024)

.139**
(.024)

.029
(.040)

.173**
(.034)

% white (#10) .119
(.083)

�.072**
(.031)

�.224**
(.032)

�.195**
(.036)

�.086
(.054)

�.124
(.066)

Housing stock variables:
% of houses built in last 10 years �.034**

(.007)
�.025**
(.007)

�.006
(.008)

�.006
(.012)

.007
(.016)

% owner-occupied (#10) �.127*
(.055)

.081*
(.036)

.127**
(.033)

.082*
(.037)

.046
(.044)

�.109
(.064)

% houses no plumbing
(#1,000)

�.005**
(.001)

�.055**
(.017)

�.073**
(.018)

�.075**
(.018)

.013
(.031)

�.077**
(.019)

Tax and expenditure variables:
Per capita government revenue 23.8

(24.7)
77.3*

(34.2)
60.2

(42.6)
44.6

(30.2)
10.2

(49.0)
101.9
(68.6)

Per capita property taxes 8.5
(11.7)

26.0**
(9.6)

7.2
(10.3)

�1.1
(9.4)

�1.7
(12.9)

14.6
(19.2)

% of spending on education �.030**
(.008)

�.006
(.006)

�.009
(.006)

.012
(.007)

.009
(.009)

�.020
(.012)

Note.—See the note to table 1. The entries in each column are the differences in the means of the variables across two sets of counties and the standard errors of the differences (in parentheses),
which allow for heteroskedasticity. Col. 1 presents the mean difference in the 1970 values of the covariates between counties with 1970 TSPs concentrations greater and less than the median 1970
county-level TSPs concentration, respectively. Col. 2 reports the analogous calculations for 1970–80 changes in TSPs; i.e., the entries are the mean difference in the change in the covariates
between counties with a change in TSPs that is less than and greater than the median change in TSPs. The entries in cols. 3 and 4 are the mean difference of the 1970–80 change in the covariates
between 1971–72 and 1975–76 nonattainment and attainment counties, respectively. The entries in cols. 5 and 6 compare 1970–80 changes for 1975 nonattainment and attainment counties; the
samples are restricted to the regression discontinuity and bad day test samples as described in the text. See the text for more details.

* Significant at the 5 percent level.
** Significant at the 1 percent level.

Back
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Housing Demand Hedonics

Reduced-Form Relations410 journal of political economy

TABLE 4
Estimates of the Impact of Mid-Decade TSPs Nonattainment on 1970–80

Changes in TSPs Pollution and Log Housing Values

(1) (2) (3) (4)

A. Mean TSPs Changes

TSPs nonattainment in 1975
or 1976

�9.96
(1.78)

�10.41
(1.90)

�9.57
(1.94)

�9.40
(2.02)

F-statistic TSPs
nonattainment*

31.3
(1)

29.9
(1)

24.4
(1)

21.5
(1)

2R .04 .10 .19 .20

B. Log Housing Changes

TSPs nonattainment in 1975
or 1976

.036
(.012)

.022
(.009)

.026
(.008)

.019
(.008)

F-statistic TSPs
nonattainment*

8.5
(1)

6.2
(1)

9.3
(1)

6.4
(1)

2R .01 .56 .66 .73
County Data Book covariates no yes yes yes
Flexible form of county

covariates no no yes yes
Region fixed effects no no no yes
Sample size 988 983 983 983

Note.—See the notes to previous tables. In panel A the dependent variable is the difference between the 1977–80
and 1969–72 averages of mean TSPs concentrations. The mean is �7.82 mg/m3. In panel B the dependent variable is
the difference between 1980 and 1970 log housing values, and its mean is 0.27. Standard errors (in parentheses) are
estimated using the Eicker-White formula to correct for heteroskedasticity.

* Numbers in parentheses in rows with F-statistics are numerator degrees of freedom.

B. Instrumental Variables Estimates of the Hedonic Price Schedule Gradient

Reduced-form relations.—Table 4 reports the results from estimating
equations (6) and (8). The regulation variable is an indicator equal to
one if the county was nonattainment in either 1975 or 1976 (or both
years). Column 1 presents the unadjusted estimates, and columns 2–4
present the estimates from the same specifications as in table 3.

Panel A shows that mid-decade nonattainment status is associated with
a 9–10 mg/m3 (11–12 percent) reduction in TSPs. This estimate is in-
sensitive to a wide set of controls, including region fixed effects as in
column 4. Further, it is highly significant with an F-statistic ranging
between 22 and 31 depending on the specification, suggesting that it
is the most important (observable) determinant of 1970–80 changes in
TSPs. Thus the first-stage impact of regulation is indeed very powerful.

Panel B reveals another striking empirical regularity. The TSPs non-
attainment variable is associated with a 2–3.5 percent relative increase
in housing values from 1970 to 1980. These estimates are also highly
significant. The adjusted estimates are on the low end of this range, but
after the linear adjustment in column 2, further controls have little effect
on the estimate, even as there is a large improvement in the regression
fit (e.g., in col. 4).2R p 0.73

Back
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Housing Demand Hedonics

Instrumental Variables Estimates
does air quality matter? 411

TABLE 5
Instrumental Variables Estimates of the Effect of 1970–80 Changes in TSPs

Pollution on Changes in Log Housing Values

(1) (2) (3) (4)

A. TSPs Nonattainment in 1975 or 1976

Mean TSPs (1/100) �.362
(.152)

�.213
(.096)

�.266
(.104)

�.202
(.090)

Sample size 988 983 983 983

B. TSPs Nonattainment in 1975

Mean TSPs (1/100) �.350
(.150)

�.204
(.099)

�.228
(.102)

�.129
(.084)

Sample size 975 968 968 968

C. TSPs Nonattainment in 1970, 1971, or 1972

Mean TSPs (1/100) .072
(.058)

�.032
(.042)

�.050
(.041)

�.073
(.035)

Sample size 988 983 983 983
County Data Book covariates no yes yes yes
Flexible form of county

covariates no no yes yes
Region fixed effects no no no yes

Note.—See the notes to previous tables. The coefficients are estimated using 2SLS. The first row of panels A–C
indicates which instrument is used. From panels A to C, the instruments are an indicator equal to one if the county
was nonattainment for TSPs in either 1975 or 1976, an indicator equal to one if the county was nonattainment for
TSPs in 1975, and an indicator that equals one if the county was nonattainment for TSPs in either 1970, 1971, or 1972,
respectively. Standard errors (in parentheses) are estimated using the Eicker-White formula to correct for
heteroskedasticity.

Taken literally, these results imply that the federal TSPs nonattain-
ment designation resulted in substantial improvements in air quality
and property values in these counties. These findings are important in
their own right because they indicate that the Clean Air Act’s regulation
of TSPs had substantial benefits during the 1970s.

Instrumental variables estimates.—Table 5 contains the instrumental var-
iables estimates of the hedonic price schedule gradient derived from
three different instruments. In panel A the instrument is the 1975–76
nonattainment indicator, so the reported vIV is simply the ratio of the
reduced-form estimates in table 4. The estimates suggest that a 1 mg/
m3 reduction in mean TSPs results in a 0.2–0.4 percent increase in
property values, which is a �0.20 to �0.35 elasticity. This is roughly five
to eight times larger than the largest cross-sectional estimate in table
3.34 Further, these estimates are largely insensitive to regression adjust-

34 The analysis is unweighted. It is natural to consider weighting by the square root of
the population for efficiency purposes. In this setting, this weighting procedure increases
the standard error on the mean TSPs coefficient by at least a factor of two. Nevertheless,
some readers are likely to be interested in the results from this approach that allow larger
counties to have a greater influence on the results. When we use the square root of the
sum of 1970 and 1980 county-level populations as weights, the 1975–76 TSPs nonattain-
ment instrument and the cols. 1–4 specifications yield estimates (standard errors) of
�0.576 (0.526), �0.364 (0.204), �0.498 (0.259), and �0.379 (0.186).

Back
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Housing Demand Ownership vs. Rental

User Costs of Housing

Annual flow costs of housing
1 Constant depreciation δ
2 Maintenance and repair expenditures in proportion κ to value
3 Property tax at rate µ
4 Mortgage interest payments at an interest rate i

F A single interest rate: i is also the opportunity cost of funds
F Then the loan-to-value ratio does not matter

Tax considerations
I Marginal income tax rate θ
I Deductibility of mortgage interest and property taxes (in the U.S.)

Poterba’s (1984) contingent focus is on fiscal drag
I Nominal income from financial assets is taxed
I Nominal mortgage interest payments are deductible
I Housing generates largely untaxed real income
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Housing Demand Ownership vs. Rental

Asset Market Equilibrium

Total stock H of homogeneous “unit structures”
I Real asset price Q
I Flow value of rental services R (H)

No uncertainty

Fundamental asset pricing equation with inflation π

[δ+ κ + (1− θ) (µ+ i)]Q = R + Q̇ + πQ

Define the real user cost of housing

ν ≡ δ+ κ + (1− θ) (µ+ i)− π

Then the no-arbitrage equation has the familiar form

νQ = R + Q̇
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Net Present Value

Define the service value of housing

S ≡ R − [δ+ κ + (1− θ) µ]

Then the no-arbitrage equation has the form

[(1− θ) i − π]Q = S + Q̇

I The real after-tax interest rate falls with inflation

Transversality conditions
1 The service value grows at less than the discount rate
2 There is no bubble in house prices

The real price is the present value of service flows

Q (t) =
∫ ∞

t
S (z) e [(1−θ)i−π](t−z )dz
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Housing Market Equilibrium

The housing stock evolves according to the accounting identity

Ḣ = I − δH

Gross investment is sensitive to price: I = ψ (Q) with ψ′ > 0
I The role of land is disregarded

Dynamic system for quantity and price{
Q̇ = νQ − R (H)
Ḣ = ψ (Q)− δH

Steady state {
R (H∗) = νψ−1 (δH∗)
ψ (Q∗) = δR−1 (νQ∗)
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Effects of a Reduction in Homeowners’User Cost
TAX SUBSIDIES TO OWNER-OCCUPIED HOUSING 737 

0~~~~~~~~~~ 

0=0 

H' H 

FIGURE I 

The Effects of a User Cost Reduction 

The housing model exhibits the "saddlepoint stability" prop- 
erty frequently found in asset-market models with rational ex- 
pectations. Begg [1982] and Sheffrin [1983] discuss these models 
in some detail. If a steady state is disturbed, there is a unique 
path (the "stable arm") along which the system will return to a 
steady state. It is the only path that satisfies the transversality 
condition. The housing stock at the time of the shock is fixed at 
Ht. so the real price of houses must adjust to reach the stable 
arm at (H*,Q). From this point, as the system moves along path 
BB to point B, the housing stock will grow and the real price will 
decline. 

The figure allows a comparison of the price response under 
perfect foresight (Q) with the response when agents expect the 
housing stock to remain fixed. Housing stock adjustments accom- 
modate the user cost change, and fixing the housing stock reduces 
the system's ability to react to shocks. The fixed-H case is tan- 
tamount to assuming a vertical H = 0 locus, and in this situation, 
prices move to Q. This is the case that I label "static expectations." 
The substantial difference between Q and Q in the simulations 
reported below shows how any analysis that neglects expectations 
of future housing construction will overstate the housing price 
responses. 

III. CALIBRATING THE MODEL 

Estimates of the housing inverse demand function and the 
construction supply equation are needed to estimate the housing 
market's response to changes in the inflation rate. For a number 
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Unexpected Inflation Shock Simulations

TAX SUBSIDIES TO OWNER-OCCUPIED HOUSING 747 

TABLE IV 

UNEXPECTED INFLATION SHOCK SIMULATIONS 

Change in inflation rate 

0-0.02 0-0.05 0-0.08 0.03-0.09 

0 = 0.25 case 
Static expectations 8.3 23.8 44.4 35.3 

price change 
Perfect foresight price 5.1 13.6 23.4 18.7 

change 
Steady-state price 2.7 7.4 13.1 10.6 

change 
Steady-state capital 5.5 15.3 27.8 22.3 

change 

o = 0.35 case 
Static expectations 13.0 40.2 84.8 71.2 

price change 
Perfect foresight price 7.7 21.3 38.7 32.3 

change 
Steady-state price 4.2 12.0 22.8 19.7 

change 
Steady-state capital 8.5 25.2 50.5 43.1 

change 

All reported changes are percentage movements from initial equilibrium. Assumed exogenous parameter 
values are 8 = 0.015, R = 0.02, K = 0.02, V = 0.04, real rate of interest r = 0.02. Further information is 
reported in the Appendix. 

The results in Table IV also allow a comparison of the change 
in real house prices under static expectations and perfect fore- 
sight. In the static case with a 25 percent marginal tax rate, an 
inflation shock from 3 to 9 percent leads to a 35.3 percent price 
increase. The rational expectations jump, 18.7 percent, is only 
about half of the static expectations change. This substantial di- 
vergence suggests the importance of using explicitly dynamic 
models with forward-looking expectations when studying policies 
that affect capital accumulation and asset prices. 

Large changes in the long-run equilibrium capital stock cause 
immediate increases in the rate of gross residential investment. 
The "standard" 3 to 9 percent shock raises residential construction 
by 20 percent in the years immediately following the shock. The 
computed transition path also provides information about the 
time required to reach the new equilibrium. In my calculations 
the housing stock is within 1 percent of its new long-run equilib- 
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Owner Occupants vs. Landlords

An occupant is indifferent between owning and renting if

[δ+ κ + (1− θ) (µ+ i)− π]Q ≡ νQ = R + Q̇

or in net present value terms

Q (t) =
∫ ∞

t
R (z) eν(t−z )dz

An investor is willing to buy a house and rent it if(
δ̃+ κ̃ + µ+ i − π

)
Q ≡ ν̃Q = R + Q̇

I Depreciation δ̃ and maintenance costs κ̃ may be different for a landlord
I Taxes on profits, including capital gains and deducting expenses
I The investor’s tax rate is irrelevant for his no-arbitrage condition
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Omitted Maintenance Costs

If depreciation and maintenance are independent of ownership

ν̃− ν = θ (µ+ i)

The differential tax treatment alone would lead to owner-occupancy
I In the NPV formula, investors have a higher discount rate

For reasonable calibrations, the difference is substantial
I Himmelberg, Mayer, and Sinai (2005): δ+ κ = 2.5%, θ = 25%,

µ = 1.5%, i = 5.5% and a constant growth rate of rents Ṙ/R = 3.8%
I Owner-occupiers justify a price-to-rent ratio of 25
I Landlords justify a price-to-rent ratio of 17.5, i.e. 30% less

Indifference if landlords face lower depreciation and maintenance costs

δ+ κ − δ̃− κ̃ = θ (µ+ i)

I In the calibration δ̃+ κ̃ = 0.75%, i.e., 70% less
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Homeownership and the Mortgage Interest Deduction

The U.S. homeownership rate has been very steady around 65%
I Since the 1950s it has remained in a fixed band from 63 to 68%
I By comparison: Germany ∼ 45%, Spain ∼ 85%

The tax benefit of the mortgage interest deduction fluctuates Figure

The deduction benefits only higher-income taxpayers
I Standard deduction of $5,800 per spouse or itemized deductions Figure

I Itemizers are inframarginal owner-occupiers Table

Effects of the mortgage interest deduction
1 Reduce the progressiveness of the income tax
2 Incentivize wealthier Americans to buy a more expensive house
3 Incentivize wealthier American to leverage more their house purchase

No effective incentive to homeownership (Glaeser and Shapiro 2003)
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Homeownership and Inflation in the U.S.

44

Figure 1: Homeownership and inflation, 1965-2000
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Notes: Subsidy series shows the effect of federal taxes on the price of owner-occupied housing, based on
the twelve-month CPI inflation rate prior to the first quarter of each year.  Data from www.freelunch.com.
See Section III for a discussion of the calculation of the subsidy.  Homeownership rate is estimated rate for
first quarter of each year.  Data from www.census.gov.
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Trends in Itemization of U.S. Income-Tax Deductions

45

Figure 2: Trends in itemization, 1965-2000
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Notes: Series is percent of all federal tax returns itemizing deductions.  Data from www.irs.gov.
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Itemization, Income, and Homeownership

51

Table 1: Itemizing, income, and homeownership

Percent itemizing

Decile
Percent of
itemizers

Percent of
itemized
income Renters Homeowners Total

Percent
owning

residence

1 0.28 0.18 0.36 11.59 3.39 28.76

2 0.69 0.43 0.41 7.85 3.61 42.83

3 1.68 1.03 3.22 14.15 7.71 49.67

4 2.71 1.71 5.05 17.86 12.47 55.47

5 4.21 2.77 7.92 24.48 18.79 64.03

6 6.70 4.07 6.09 34.79 24.14 67.70

7 11.28 7.16 11.30 43.01 33.65 71.55

8 16.71 11.73 14.70 52.77 46.24 83.55

9 24.20 19.64 19.23 70.66 63.89 87.58

10 31.54 51.28 48.22 78.12 75.16 92.61

TOTAL 100 100 5.77 42.65 28.51 64.44

Notes: Data are from authors’ calculations based on the Survey of Consumer Finances, 1998.  Decile is by
household income.  Survey weights used in constructing means and deciles.

Back
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Arbitrage Approaches to Housing

Spatial equilibrium is an imprecise no-arbitrage condition
I No absolute prediction about nationwide price trends
I Qualitative more than quantitative predictions about prices

F What’s the objectively correct price of sunshine?

Asset pricing offers the allure of tighter predictions
I No arbitrage between ownership and rental
I No arbitrage from timing house purchases
I No arbitrage between investing in real estate or any other asset

Empirically, the precision of the financial predictions evaporates
I The asset-pricing approach is theoretically unimpeachable
I The relevant variables are largely unmeasured if not unmeasurable
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Owner-Occupied Houses and Rental Flats

In the U.S., rental and owner-occupied homes are very distinct goods

The type of structure is almost perfectly correlated with tenure mode
I The vast majority of owner-occupied homes are single-family dwellings
I Rental units are overwhelmingly part of denser multi-family buildings

Standard agency explanation: one building, one owner
I Moral hazard: houses are better maintained by an owner-occupier
I Collective action: apartment buildings are better managed by a landlord

Legal origins
I The French civil code recognizes condominium ownership since 1804
I Common law recognized ownership of land and vertical structures only
I Condominium was introduced by statutes in the U.S. since 1960
I “Commonhold”was introduced by statute in England in 2004
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Homeownership and Structure

46

Figure 3: Homeownership and structure
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Notes: Graph shows percent of housing owner-occupied and percent of housing that is single-family
detached in 1990 for places containing 25,000 people or more.  Data from the City and County Data Book,
1994.
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Comparing Ownership and Rental in the U.S.

–1___
0___

+1___

graphs immediately following, are important because mismea sure ment of
unit quality makes it hard to compare rents and home prices, and the fact that
the demand for these types of these units comes from different types of people
likely matters for expectations about future housing prices.

We begin by documenting a number of physical characteristics of  owner-
 occupied and rental units in table 5.1. We rely primarily on the 2005 AHS.
Perhaps the most striking fact about renting and owning is the very strong cor-
relation between unit type and physical structure. The 2005 AHS shows that
64.3 percent of  owner- occupied housing units  were of the  single- family,
 detached- unit type, whereas only 17.7 percent of rental units  were of that type.
The vast majority of rental units are in  multiple- unit buildings, not  single- unit,
detached dwellings.

Naturally, these types of units are of very different sizes. Figure 5.4, which
is taken from Glaeser and Gyourko (2008), plots the median square footage
of owned versus rented units using data from the last 20 years of the AHS.
The median  owner- occupied unit in the United States is nearly double the
size of the median rented housing unit. Per person consumption of space also
varies widely by tenure status. Housing consumption per capita among  owner-
 occupied  house holds is now more than 700 square feet, whereas that for
renters is about 450 square feet (Glaeser and Gyourko, 2008).

Not only are the  owner- occupied and rental stock physically quite differ-
ent from one another, but the two types of housing also tend to be located in
different parts of the metropolitan area, as well as in  different- quality neigh-
borhoods. The suburban dominance of own er occupancy is highlighted in
the second row of table 5.1. Fewer than  one- third of all owned units  were in
the central cities of metropolitan areas, according to the 2005 AHS. Own er-
ship has become more widespread in America’s central cities, but nearly half
of all rental units still are located in cities (row 2, column 2 of table 5.1).

Table 5.1 Comparing the  Owner- Occupied and Rental Housing Stocks

Own er- occupied  Renter- occupied 
housing housing

Single- family detached unit type (percent) 64.3 17.7
Located in central cities (percent) 30.5 45.7
Rating their neighborhoods as excellenta (percent) 45.6 34.2
Median  house hold income in 2005 $53,953 $24,651
Married  house holds with minor children (percent) 27.6 15.4

notes: Data are from the 2005 American Housing Survey unless otherwise noted.
a We label a neighborhood as excellent if the survey respondents gave it a rating of 9 or 10 on a  1–10 scale.

126 | Edward L. Glaeser and Joseph Gyourko

531-38784_ch01_1P.qxp  1/14/09  1:35 AM  Page 126

Giacomo Ponzetto (CREI) Urban Economics 5, 6, 12 March 2012 38 / 119



Housing Demand Ownership vs. Rental

Differences between Owner-Occupancy and Tenancy

Owner-occupied units are typically larger than rental units Figure

I Size per capita also differs: 65 m2 vs. 40 m2

Owner-occupied units and rental units are in different locations
I Rental units are closer to the urban core (AMM density gradient)
I Rental units are more likely to be in less attractive neighborhoods

Owner-occupants are also systematically different from tenants
I They are substantially richer
I They are older and have larger families (i.e., married with children)
I Their income is much more volatile

F This may explain why rents are more stable than house prices Table

One interpretation: vertical market segmentation
I Rental units are downmarket, owner-occupied units upmarket

Bottom line: U.S. home prices and rents do not refer to close substitutes
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Housing Unit Size by Tenure
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source: U.S. Census Bureau (1985–2005).

Figure 5.4 Housing Unit Size:  Owner- Occupied Versus Rental Units
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 Owner- occupied units tend to be in better neighborhoods, too. The AHS asks
its survey responders to rate their neighborhoods on a scale from 1 to 10. Just
looking at those who gave their neighborhoods very high scores of 9 or 10
shows that almost  one- half of own ers believe they live in the  highest- quality
areas, whereas only  one- third of renters feel the same way (row 3, table 5.1).

Just as owned units are different from rented units,  owner- occupants are
quite different from renters. Perhaps most important, own ers are substantially
richer. The median nominal income of  owner- occupied  house holds was
$53,953, whereas it was $24,651 for renter  house holds, according to the 2005
AHS (row 4, table 5.1).  House hold types also tend to differ systematically by
tenure status, as indicated by the fact that the probability an  owner- occupied
 house hold is a married couple with minor children present is nearly double
that of a renter  house hold (bottom row of table 5.1).

There are at least two reasons why the characteristics of own ers should influ-
ence the  price- to- rent ratio. First, because  owner- occupied housing tends to be
surrounded by other  owner- occupied housing and because the characteristics of
neighbors is likely to be an important influence on price, occupant characteris-
tics themselves should be thought of as an often unobserved factor influencing
both home prices and rents. Second, since the price of  owner- occupied housing

Arbitrage in Housing Markets   | 127
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Comparing House Price and Rental Growth

___–1
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8. We thank Todd Sinai for providing the underlying data. Because we need user costs before expected
housing appreciation, we added back their appreciation component, which is based on the  long- run average
annual real appreciation rate between 1940 and 2000 in Gyourko, Mayer, and Sinai (2005). We then create
a  shorter- run expected price change variable by multiplying the user costs before the appreciation figure by
the real value of a  1980- quality home and then subtracting real asking rents. The  house price variable is
computed by scaling the mean  house value in each market as reported in the 1980 census by the OFHEO
repeat sales index appreciation for each year. The rent data are from REIS, Inc, and are discussed above.

One explanation for the mismatch in the growth of housing prices and
rents is that housing prices represent the cost of accessing  higher- quality
housing units, while rental prices represent the cost of accessing  lower- quality
units. Rising incomes and rising income in e qual ity could easily mean that
demand has increased more for  higher- quality units. Gyourko, Mayer, and
Sinai (2006) argue that housing prices have risen more steadily for metropol-
itan areas with higher amenity levels.

Of course, an empirical mismatch between home price growth and rent
growth still could be explained by a purely financial model if other factors
such as interest rates or expected  house price appreciation themselves are
changing. We have already noted the debate about the role of interest rates, so
that remains an unsettled issue. There also is not much convincing evidence
that the differences between home prices and rents are positively correlated
with price appreciation. A proper user cost model implies that the user costs of
housing minus rents should equal expected home price appreciation.

In table 5.3, we report the results from regressing actual home price ap-
preciation on the gap between user costs and rents, using the user cost data
from Himmelberg, Mayer, and Sinai (2005).8 Over  one-,  three-, and  five- year
horizons, there is a negative, not a positive, relationship between actual
home price appreciation and the change in home prices forecast by a user

Table 5.2 Comparing  House Price and Rental Growth in 44 Markets
with Continuous Rent Data from REIS, Inc.,  1980–2006

Average annual Average annual
rent growth (percent) price growth (percent)

44 markets 0.51 1.88
San Francisco 1.96 3.93
Boston 2.06 4.37
Los Angeles 1.29 3.62
Atlanta 0.22 1.06
Chicago 0.83 2.20
Phoenix �0.20 2.19

notes: Rent data are from REIS, Inc. Home price appreciation rates are computed from
the Office of Federal Housing Enterprise Oversight price index. All data are in real terms.
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Risk Aversion and the Timing of Transactions

Individuals are often tenants before becoming owner-occupants

The timing of the purchase decision should be optimized
I Individuals can exploit any short-run predictability of house prices

Not quite a one-period no-arbitrage condition, due to risk aversion
I A diversified investor is risk neutral for a small purchase of one stock
I A house instead is a large, undiversified, typically leveraged investment

Glaeser and Gyourko (2009) find no benefit of delaying purchase
I Prices are significantly predictable with one year’s advance
I The predictive power is not worth the risk due to volatility
I In most cases the predicted price movement is an increase
I There is some value to delaying sales, but few owners become tenants
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The Benefits of Short-Term Predictability–1___
0___

+1___

Table 5.4 Estimating the Benefits of  Short- Term Predictability

Distribution of one- Distribution of net gains Distribution of net gains 
year price changesa from delaying purchaseb from delaying salec

Percentile (Pi,t �1 � Pi,t)

10th �$2,698 �$15,352 �$2,864
25th �$612 �$8,089 �$775
50th $2,361 �$3,199 $2,144
75th $6,163 $112 $5,609
90th $10,802 $2,179 $9,739

notes:
a The underlying specification estimated regresses the  one- year,  forward- looking change in home prices on a series of observables as follows:

Pi,t�1�Pi,t � � � �*Pi,t � �*7yrRealRatet � �*RealGDPt � �*MSAi � 
i,t, where Pi,t reflects  house price in metropolitan area i in year t, 10yrRealRate is the real interest rate
on  seven- year Trea suries (calculated as in Himmelberg, Mayer, and Sinai, 2005), RealGDP is real gross domestic product from the Economic Report of the President,  MSAi
is a vector of metropolitan area dummies, and 
 is the standard error term.
b Net gain from delaying purchase for one year for a renter  house hold with $50,000 in nonhousing wealth and a relative risk aversion coefficient equal to 2. See the
discussion in the text for more detail.
c Net gain from delaying sale for one year for an own er  house hold with $250,000 in wealth and a relative risk aversion coefficient equal to 2. See the discussion the text for
more detail.
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Owner-Occupied Housing as a Hedge

A house is a rather risky asset to invest in
I High price volatility and low diversification, if any

But owning your house hedges the risk of rent fluctuations
I Everyone needs a house to live in

Homeownership locks in future housing consumption and its price
I Reduces volatility of the owner-occupant’s price index
I Hinders readjustment of housing consumption: quantity and location

The trade-off favors ownership over rental when
1 The household’s expected length of stay in their house is longer
2 House prices are more positively correlated across markets

F “Markets” can be cities, neighborhoods, sizes and types of homes ...

Giacomo Ponzetto (CREI) Urban Economics 5, 6, 12 March 2012 44 / 119



Housing Demand Ownership vs. Rental

Volatility and the Ownership-Rental Trade-Off

Sinai and Souleles (2005) provide evidence of the hedging motive
I The idea had been around for a long time, but they wrote the paper

Imputed household horizon by age, occupation and marital status
I Probability of staying equal to the fraction of stayers in the group

1 Homeownership rates: significant interaction effects
I Household with longer horizons respond more to rent volatility
I Rent volatility matters more in cities with high rent-to-income ratios

2 House price-to-rent ratios: significant level effect
I The ratio increases with variance of rents
I The ratio increases with the level of expected rents
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rent risk is significantly capitalized into house prices, suggesting
that the result here instead reflects relatively inelastic supply.
Unsurprisingly, households with long expected horizons are more
likely to be homeowners. The estimated coefficient �2 implies
that households with the longest horizons, or “stayers,” are 3.6
percentage points more likely to own their homes than are
“movers.” This result could, of course, partly reflect transaction

TABLE II
THE EFFECT OF NET RENT RISK ON THE PROBABILITY OF HOMEOWNERSHIP

(1) (2) (3) (4) (5)
Dependent variable: one if household is a homeowner, zero otherwise

�1: �r [�r � Standard
deviation of real rent]

0.028 0.008
(0.024) (0.022)

�2: N [N � Probability of
staying, P(STAYS)]

0.036 0.015 0.020 0.018
(0.011) (0.013) (0.011) (0.012)

�3: �r � N [N � P(STAYS)] 0.042 0.029 0.018
(0.014) (0.011) (0.013)

�2: N [N � Age if over 60] �0.0006
(0.0007)

�3: �r � N [N � Age if
over 60]

�0.0029
(0.0014)

�4: r/Y [� Market Rent/
Household Income]

�0.018
(0.016)

�5: r/Y � N
[N � P(STAYS)]

0.017
(0.019)

�6: �r � r/Y �0.021
(0.020)

�7: �r � r/Y � N
[N � P(STAYS)]

0.054
(0.025)

MSA controls Yes Yes No No No
MSA � year dummies No No Yes Yes Yes
Household controls Yes Yes Yes Yes Yes
Number of observations: 40,274 40,274 40,274 9,699 39,468
Pseudo R2 0.2352 0.2355 0.2498 0.1989 0.2566

This table reports marginal effects from probit regressions of equation (7), with standard errors in
parentheses, estimated using household-level data covering 44 MSAs in 1990 and 1999. All specifications
include year dummies. MSA controls include median real rent, median real house price, real rent growth, and
real house price growth. Household controls include log household income and dummies for the head’s
occupation, race, education, marital status, and age. In columns (1)–(3) and (5), MSAs are deemed to have
high rent variance if �r is above the median household’s value of 2.8 percent. In column (4), the cutoff is the
seventy-fifth percentile household’s value of 4.1 percent. The probability of staying is high if the household is
above the median probability of 88 percent. All dollar values are in real (1990) dollars, deflated by the CPI
less shelter. In columns (1) and (2) the standard errors are adjusted for correlation within MSA/year. Column
(5) excludes the outliers with the 1 percent highest and lowest values of MSA average rent to household
income.

779OWNER-OCCUPIED HOUSING AS A HEDGE
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Homeownership by Age and Rent Variance

MSAs. Relative to people over 60 in low rent variance MSAs, the
probability of homeownership for people over 60 in high rent
variance MSAs falls by 0.29 (0.14) percentage points more per
year of age.

In addition to increasing with horizon, a household’s effective
net rent risk is likely to increase with the importance of housing
costs in its budget. We measure this by the ratio of the average
rent in the MSA to actual household income, r/Y. We use MSA-
level rent instead of the household’s own rent since the former is
exogenous to the household and is defined even for homeowners.
Households for whom housing is a larger portion of their budget
might be more sensitive to net rent risk since they are implicitly
taking a larger gamble. If so, homeownership rates should be
highest among those with high rent-to-income ratios, long ex-
pected horizons, and high rent volatility (i.e., interacting all three
terms, r/Y � N � �r). We test this “budget share” hypothesis by
dividing the sample based on r/Y, and fully interacting it with the
variables of interest. High rent variance and “stayer” households
are again defined relative to their respective medians, and high
rent-to-income households are those in the top quartile.

In column (5) we find that the coefficient on the triple-inter-
action term is positive and significant: being a long-horizon

FIGURE I
Kernel-Smoothed Age Profile of Homeownership, by Rent Variance
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The effect of Net Rent Risk on the Price-to-Rent Ratio

Column (2) incorporates MSA dummies, and so uses the
within-MSA variation in rent volatility, rent growth, and the
price-to-rent ratio over time to identify the rent hedging mecha-
nism. (Recall that the rent variance �r,k,t and (rent growth)k,t
within an MSA change over time as the rolling window over
which we compute them moves.) The results are qualitatively
similar to the previous ones though smaller in magnitude, which
is not surprising considering that only within-MSA variation is
being used for identification. A one standard deviation increase in
�r now increases house prices by 1.3 percent, given rents. Column
(3) accounts for MSA level heterogeneity by instead estimating
equation (8) in first differences. This specification emphasizes
new information that arrives over time, since the difference in the
computed rent variance between one year and the previous year
is due to adding the most recent year of data and discarding the
oldest year in the rolling window used to calculate �r. The results
are very similar to those in column (2). In all columns these
conclusions are robust to controlling additionally for the volatility
of house prices.

Overall, these results show that at least some of the rent

TABLE III
THE EFFECT OF NET RENT RISK ON THE PRICE-TO-RENT RATIO

(1) (2) (3)
Dependent variable: Price-to-rent ratio

�1: Standard deviation of real
rent (�r)

34.52 11.04 10.10
(11.88) (5.55) (3.81)

�: Real rent growth 68.99 16.73 18.14
(14.68) (4.67) (5.23)

Controls for MSA fixed effects? No MSA dummies First differences
Number of observations 396 396 352
R2 0.0486 0.9471 0.1609

A one s.d. increase in �r leads to
a . . . increase in the price-to-
rent ratio

0.62 0.20 0.18
(0.21) (0.10) (0.07)

A one s.d. increase in �r leads to
a . . . percent increase in house
prices, holding rent constant 3.9 1.3 1.1

Estimation is by OLS, following equation (8). Standard errors are in parentheses. Number of observa-
tions equals 44 MSAs per year over the 1990–1998 time period. All specifications include year dummies. �r
and rent growth rates are computed based on the previous (rolling) nine years. A one standard deviation
increase in �r is 0.018 (from a mean of 0.031). The average price-to-rent ratio is 15.72.
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The Boston Condominium Market

Genesove and Mayer (1997, 2001) had a wonderful sample of Boston flats

1 Weekly records of almost all flats listed for sale, 1990 to 1992
2 Property characteristics and assessed tax valuation by the city
3 Sale prices and mortgage amounts for all transactions, 1982 to 1992

The data allow them to establish facts that others had not uncovered
I Two articles in top journals, more than 750 citations in total

It is unclear if there is anything more to do on this topic
I Nice examples of a particular kind of work
I Quite relevant to the current market environment, especially in Spain
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Home Equity and Seller Behavior: Rational Explanation

Owners try really hard to cover their mortgage loans when they sell
I Occupants need positive equity for a new mortgage downpayment
I Investors do not want to default (option value of unrealized losses)

Owners with a loan-to-value ratio above 80%
1 Set a higher asking price Figure

2 Have higher expected time on the market Table

3 Receive a higher price if they sell Table

F But they are less likely to sell

Falling prices lead to rising inventory and falling transactions

Psychology
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Loan-to-Value Ratio and Asking PriceVOL 87 NO. 3 GENESOVE AND MAYER: EQUITY AND TIME TO SALE 267 

Markup 
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FIGURE 2. KERNEL REGRESSION 

Note: Less than 1 percent of the data have a loan-to-value ratio greater than 1.5. 

15-percent longer time to sale than a unit with 
an LTV of 80 percent. Consistent with a strategy 
of holding out for a high price, the first unit will 
set an asking price that is 4 percent higher and 
obtain a price that is 4 percent higher than the 
second, if both sell. These results are consistent 
with equity-constrained sellers setting high res- 
ervation prices, lending credibility to the hy- 
pothesis that an initial decrease in property 
prices curtails subsequent trade through a reduc- 
tion in potential sellers' equity. 

Other results in the paper provide additional 
support to the equity hypothesis. Like trans- 
action prices, asking prices are positively re- 
lated to LTV. The hypothesis predicts that 
only "constrained" sellers will be sensitive to 
small changes in their equity position and, in- 
deed, both the log-duration and selling prices 
are responsive to high, but not low, LTVs. 

Notice that the implied discount rate for un- 
constrained sellers is quite high. Other calcu- 
lations suggest that the higher reservation 

price costs low-equity sellers about ten extra 
weeks on the market, but yields a 4-percent 
higher price. These numbers simplify to an an- 
nualized rate of return exceeding 20 percent, 
suggesting that unconstrained sellers are will- 
ing to give up a significant amount in price in 
order to achieve a quick sale. Such discount 
rates might not seem unreasonable, however, 
if sellers face liquidity constraints which re- 
quire them to sell their first house in order to 
purchase a new house when they move. 

A somewhat different explanation for the 
negative correlation between equity and time 
on the market that still relies on down payment 
constraints, yet eschews the search framework, 
is the following. Constrained home owners 
may have held off selling not in the hope that 
a particularly willing buyer might materialize, 
but in the expectation that market prices would 
eventually increase, and thereby allow them to 
move to an equivalent home. Within a dy- 
namic extension of Stein's model itself, the 
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Loan-to-Value Ratio and Time on the Market262 THE AMERICAN ECONOMIC REVIEW JUNE 1997 

TABLE 3-DURATION EQUATIONS-DURATION VARIABLE IS THE LOG OF THE NUMBER OF WEEKS THE PROPERTY IS 

LISTED ON THE MARKET BEFORE EXITING (STANDARD ERRORS) 

(1) (2) (3) (4) 
Variable OLS Normal Extreme value Buckley-James 

Loan/value 0.09 0.22 0.16 0.22 
(0.05) (0.10) (0.08) (0. 10) 

(VALUE)-' 29 128 152 121 
(000s) (1 1) (24) (24) (28) 

Years since last sale 0.03 0.09 0.08 0.09 
(0.01) (0.02) (0.02) (0.02) 

1991 entry -0.19 -0.60 -0.59 -0.59 
(0.05) (0. 10) (0.09) (0. 10) 

1992 entry -0.67 -0.77 -0.84 -0.77 
(0.06) (0.1 1) (0.10) (0.1 1) 

Standard error of regression 0.962 1.44 1.495 1.036 

X2 (17 degrees of freedom) 189.0 131.8 152.6 112.0 

Notes: Value is obtained from the Boston assessor's office for the year of entry into LINK. All equations contain additional 
control variables for property attributes. Number of observations = 2,381. 

refinancing differs between them. As the table 
shows, this variable always is positive and sig- 
nificant. Excluding it from the list of regres- 
sors, however, has no effect on the estimates 
of the remaining coefficients. 

Given the threshold effect in the hypothe- 
sized relationship between equity and time to 
sale, Table 4 introduces a spline function, so 
that the log-duration is piecewise linear and 
continuous in LTV. " This allows the sensitiv- 
ity of log-duration to LTV to differ on either 
side of a threshold of 0.8, which corresponds 
to a 20-percent cash outlay for the down pay- 
ment and closing costs, and so is consistent 
with the theoretical prediction that only high 
LTV units-those of "constrained" house- 
holds-are sensitive to equity. 

Consistent with the equity hypothesis, the 
log-duration is much more sensitive to LTV 
above than below the cutoff. In fact, the co- 
efficient on LTV is close to zero, and no longer 
significant, while the spline term is positive 

and significant at the 5-percent level in the last 
three columns. In column (4), for example, 
the estimates suggest that a property with an 
LTV of 1 would remain on the market 15 per- 
cent longer than a unit with an LTV of 0.8 
(e(067+005)*l -0.8)); at an LTV of 1.1, the du- 
ration increases by 25 percent. As a check on 
our specification and to determine if all-cash 
purchasers behaved differently than other 
owners, other estimates (not shown here) in- 
clude a dummy variable for the absence of any 
mortgage. The LTV and spline coefficients 
change little, while the coefficient on the new 
variable is not significantly different from zero. 

To ensure that the calculation of LTV was 
not affected by any possible biases in the unit's 
assessed value, Table 5 repeats several of the 
specifications in the first two tables with the 
indexed previous sale price replacing the 
official assessed value.'2 The two sets of 
estimates are remarkably similar. For example, 

" The additional variable is defined as the product of 
loan-to-value minus 0.8 and a dummy variable that equals 
1 when loan-to-value is above 0.8 and 0 otherwise. 

2 The calculations in Table 4 use a repeat sale price 
index that is computed with matched sales of the same 
property in the Boston condominium market. The number 
observations differ between Table 4 and the previous two 
tables because of the requirement that the estimated loan- 
to-value ratio be below 2 for all observations. 

Back
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Loan-to-Value Ratio and Prices266 THE AMERICAN ECONOMIC REVIEW JUNE 1997 

TABLE 7-REGRESSIONS USING LOG OF SALE PRICE AND (ORIGINAL) ASKING PRICE (STANDARD ERRORS) 

(5) 
(1) (2) (3) (4) Sale price - 

Variable Sale price Sale price Sale price Asking price Asking price 

Loan/value (LTV) 0.08 0.03 0.0004 0.06 -0.035 
(0.02) (0.03) (0.06) (0.03) (0.019) 

(LTV - 0.8)(LTV > 0.8) 0.19 0.23 0.13 0.06 
(0.10) (0.20) (0.09) (0.05) 

No mortgage -0.028 
(0.043) 

Years occupied 0.003 0.003 0.002 -0.001 0.005 
(0.004) (0.004) (0.004) (0.004) (0.002) 

Log (assessed value) 1.05 1.06 1.06 1.05 0.01 
(0.06) (0.06) (0.06) (0.06) (0.04) 

R 2 0.85 0.85 0.85 0.86 0.23 
P-valuea 0.001 0.002 0.0001 0.16 

Notes: Value is obtained from the Boston assessor's office for the year of entry into LINK. All equations contain additional 
control variables for property attributes and time dummy variables. The time dummies in equations (1 )-(3) are for the 
quarter of sale. Equation (4) includes dummy variables for the quarter of first listing. Equation (5) includes dummy 
variables for both the listing and sale quarters. Number of observations = 665. 

a For the joint test of the hypothesis that all of the loan/value coefficients equal zero. 

regression uses the Epanechnikov kernel, with 
a bandwith of 0.075. While the percentage 
markup shows no clear pattern for units with 
an LTV less than 80 percent, above that 
threshold the markup appears to be strongly 
increasing in LTV. That is, owners with high 
LTVs appear to set much higher asking prices 
on their condominiums. 

Even controlling for factors in addition to 
LTV that might affect asking prices, column (4) 
shows that the original asking price still depends 
on LTV. The estimates indicate that owners with 
an LTV of 1 set an asking price that is, on av- 
erage, about 4 percent higher than the asking 
price set by owners who have an LTV of 0.8. 
This is similar to the results for the transaction 
price. In fact, LTV has no effect on price, other 
than through the asking price. As column (5) 
shows, the percent discount, which is the excess 
of the (log) asking price over the (log) sale 
price, does not depend on LTV.'5 Constrained 
sellers set a high asking price, but they are no 

more or less likely tfian others to accept a given 
discount off the asking price. 

To examine the role of the asking price fur- 
ther, we return to the duration analysis, and 
add the list price markup to Buckley-James re- 
gressions of Tables 3 and 4. Table 8 shows 
that LTV has a much smaller and insignificant 
effect on the log-duration once the markup is 
included. This is true whether or not a spline 
is included. Thus, here, too, we find that the 
effect of LTV operates primarily through the 
asking price. We conclude that variations in 
the asking price reflect most of the variation 
in the reservation price. 

V. Conclusion 

This paper shows that units with low equity 
take longer to sell and obtain a higher price 
when sold. A unit with an outstanding mort- 
gage balance equal to its market value has a 

I' When the regression in column (5) is run with the 
asking price on the right-hand side, its coefficient is esti- 

mated at 0.90 and is highly significant. Other coefficients 
in the equation are basically unchanged. In particular, the 
loan-to-value terms remain insignificant. 

Back
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Home Equity and Seller Behavior: Behavioral Explanation

Owners try really hard to avoid nominal losses when they sell
I Psychological loss aversion and non-rational money illusion
I But the behavior is advantageous for reasonable discount rates

Owners with an expected sale price below the original purchase price
1 Set a higher asking price Table

F Try to avoid 25%—35% of the expected loss

2 Achieve a higher sales price Table

F Manage to avoid 3—18% of the expected loss

3 Have a lower per-period probability of selling Table

The expected sale price is unobservable
1 Hedonic regression of original purchase price on observable attributes
2 Careful but imperfect strategies to overcome the resulting biases
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true effect is greater than 0.25, but less than 0.35, a result con�rmed
by the simulations reported by Appendix 2.

Columns (3) and (4) add a quadratic loss term. Whether we
include the previous selling price residual as in (4), or not, as in
(3), we �nd that both the quadratic and the linear terms are
separately and jointly signi�cant, and that the estimates imply a
positive, but falling, marginal response to the prospective loss for

TABLE II
LOSS AVERSION AND LIST PRICES

DEPENDENT VARIABLE: LOG (ORIGINAL ASKING PRICE),
OLS equations, standard errors are in parentheses.

Variable

(1) (2) (3) (4) (5) (6)
All

listings
All

listings
All

listings
All

listings
All

listings
All

listings

LOSS 0.35 0.25 0.63 0.53 0.35 0.24
(0.06) (0.06) (0.04) (0.04) (0.06) (0.06)

LOSS-squared 2 0.26 2 0.26
(0.04) (0.04)

LTV 0.06 0.05 0.03 0.03 0.06 0.05
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Estimated
value in
1990

1.09 1.09 1.09 1.09 1.09 1.09
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Estimated
price index
at quarter of
entry

0.86 0.80 0.91 0.85
(0.04) (0.04) (0.03) (0.03)

Residual from
last sale
price

0.11 0.11 0.11
(0.02) (0.02) (0.02)

Months since
last sale

2 0.0002 2 0.0003 2 0.0002 2 0.0003 2 0.0002 2 0.0003
(0.0001) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001)

Dummy
variables for
quarter of
entry

No No No No Yes Yes

Constant 2 0.77 2 0.70 2 0.84 2 0.77 2 0.88 2 0.86
(0.14) (0.14) (0.13) (0.14) (0.10) (0.10)

R2 0.85 0.86 0.86 0.86 0.86 0.86
Number of

observations
5792 5792 5792 5792 5792 5792

LOSS is de�ned as the greater of the difference between the previous selling price and the estimated
value in the quarter of entry, and zero. LTV is the greater of the difference between the ratio of loan to value
and 0.8, and zero. The standard errors are heteroskedasticity robust and corrected both for the multiple
observations of the same property and for the estimation of Estimated Value in 1990, Estimated Price Index
at Quarter of Entry, LTV, and Residual of Last Sale.
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Loss Aversion and Transaction Prices

V. TIME ON THE MARKET

From the perspective of search theory, we would expect that
if sellers facing a potential loss have higher reservation prices, as
suggested above, then they must also face a longer time on the
market, or equivalently, a lower hazard rate of sale. In fact, it
would be quite puzzling if we did not �nd that sellers who ob-
tained higher prices also had a longer time to sale.

This section estimates the contribution of loss aversion to the
hazard rate of sale—the probability that a property sells in any
given week given that an owner has listed the property for sale
and that it has not yet sold. We specify the hazard rate as h(t) 5
h0(t) exp ( u Z), where Z is a vector of attributes of the property
and owner, and u is a conformable vector of parameters. We also
include other property attributes in this estimating equation to
allow for the possibility that the offer arrival rate varies accord-
ing to quality or other unit characteristics.

We estimate the parameters by Cox’s partial likelihood
method [Cox and Oakes 1984]. Units that remain listed but
unsold at the end of our sample period, December 1997, are

TABLE VI
LOSS AVERSION AND TRANSACTION PRICES

DEPENDENT VARIABLE: LOG (TRANSACTION PRICE)
NLLS equations, standard errors are in parentheses.

Variable
(1) (2)

All listings All listings

LOSS 0.18 0.03
(0.03) (0.08)

LTV 0.07 0.06
(0.02) (0.01)

Residual from last sale price 0.16
(0.02)

Months since last sale 2 0.0001 2 0.0004
(0.0001) (0.0001)

Dummy variables for quarter of entry Yes Yes

Number of observations 3413 3413

Nonlinear least squares estimation of the equation P 5 X b 1 T u 1 mLOSS 1 gLTV, where LOSS 5
(P0 2 X b 2 T u ), X is a vector of property attributes, T is a set of dummies for the quarter of sale. P0 is the
previoussale price, and LTV is as de�ned in Table II. In column (2) the right-hand side is expanded to include
a term that for observations with a previous sale prior to 1990 equals the residual from the last sale, as in
the previous tables, and for the remaining observations is equal to (P0 2 X b 2 S u ), where S is a set of
dummies for the quarter of previous sale, of the same dimension and mapping as T. LTV is the greater of the
difference between the ratio of loan to value and 0.80, and zero. The standard errors are heteroskedasticity
robust and corrected for multiple observations of the same property.

1253LOSS AVERSION AND SELLER BEHAVIOR
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Loss Aversion and Hazard Rate of Sale

treated as right censored. Units that are delisted without sale
(“withdrawn”) are considered to be censored at exit. Although
some properties are withdrawn because of exogenous changes in
the conditions of the household, others exit when the owners
become discouraged. Under the null hypothesis of no loss aver-
sion effect on selling, the treatment of withdrawn properties
should have no effect on the estimate coef�cients. Under the
alternative that loss aversion does matter, the likely bias is
positive if, precisely because they are less likely to sell, high loss
properties are more likely to be withdrawn. This bias will make
loss aversion more dif�cult to establish.

As expected, the coef�cients on the prospective loss terms in
Table VII are negative and highly statistically signi�cant. To
understand the difference in the estimates of columns (1) and (2),
�rst note the positive and signi�cant coef�cient on the Estimated
Value in 1990, which indicates that high-quality properties have

TABLE VII
HAZARD RATE OF SALE

Duration variable is the number of weeks the property is listed on the market.
Cox proportional hazard equations, standard errors are in parentheses.

Variable

(1) (2) (3) (4)
All

listings
All

listings
All

listings
All

listings

LOSS 2 0.33 2 0.63 2 0.59 2 0.90
(0.13) (0.15) (0.16) (0.18)

LOSS-squared 0.27 0.28
(0.07) (0.07)

LTV 2 0.08 2 0.09 2 0.06 2 0.06
(0.04) (0.04) (0.04) (0.04)

Estimated value 0.27 0.27 0.27 0.27
in 1990 (0.04) (0.04) (0.04) (0.04)

Residual from 0.29 0.29
last sale (0.07) (0.07)

Months since last 2 0.003 2 0.004 2 0.003 2 0.004
sale (0.001) (0.001) (0.001) (0.001)

Dummy variables
for quarter of
entry

yes yes yes yes

Log likelihood 2 26104.4 2 26094.1 2 26101.8 2 26091.3
Number of

observations
5792 5792 5792 5792

See Notes to Table II.
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The Operation of Housing Markets Real Estate Agents

Agency Problems

It pays for sellers to wait for longer and ask for a higher price

The agent has a strong incentive to sell quickly and move on
I He bears the cost of selling and gets a small fraction of the sale price

Information asymmetry: agents can convince owners to sell too
quickly

Levitt and Syverson (2008): agents selling their own house
I 98,000 sales in Chicago suburbs, of which 3,300 are agent-owned
I Wait 10% more (9.5 days) and achieve a 3.7% ($7,600) higher price

Greater difference when information asymmetry is greater
1 City blocks with more heterogeneous housing stock
2 Periods with less internet penetration
3 Sales to buyers without their own agent
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Sales of Agent-Owned Houses

In column 2, a wide range of housing characteristics are
added, such as variables for the presence of a master bathroom,
the number of fireplaces, the presence of air conditioning, the
house’s age (category), the exterior material (brick, stucco,
etc.), and the house’s architectural style (colonial, bungalow,
etc.). We also control for the listing agent’s total number of
sales as a proxy for reputation and experience effects. When
these controls are added, the agent-owned coefficient in the
sale price equation drops slightly, from 0.048 to 0.042, while
the estimated difference in days on the market falls from 16.89
to 11.03. Because the gap in time on the market shrinks
between column 1 and column 2, the implied excess return
accruing to agent-owned homes falls only half as much as the
sales price gap (that is, from 3.9% to 3.6%).

In column 3, we add dummy variables for a large set of
keywords and phrases used in the written marketing de-
scription of the house. When these descriptors are added,
neither coefficient changes by more than 10%. This is
despite the fact that many descriptors enter into the regres-
sion significantly. Systematic quality differences appear to
be responsible for part of the gap between agent-owned and
non-agent-owned homes’ sales prices and times-on-market,
although most of the difference is explained by broad
indicators of age and style rather than by more subtle
characteristics picked up by the agents’ descriptions.

A way to further remove possible biases due to unobserv-
ables is to include block fixed effects so that identification
of the parameters comes from a comparison of sale prices of
different homes on the same block, rather than from homes
in different areas of a city. Homes on the same block are
nearly identical in terms of school quality, crime, proximity
to public transportation and parks, and so on. As demon-
strated in column 4, the R-squared of the regressions—and
particularly those for time-on-market—jump noticeably

when block effects are added, suggesting the presence of
important differences across blocks within a city. The esti-
mated sales price and time-on-market impacts of a home
being agent-owned, however, see only small and statisti-
cally insignificant drops with the inclusion of block fixed
effects. The implied price gap between agent-owned and
non-agent-owned home sales is 3.7%, with agent-owned
homes staying on the market 9.5 days longer.14

The results of table 2 suggest that the primary dimension
along which agent-owned houses differ from other homes is in
terms of scale and readily identifiable amenities such as master
baths. Controlling for these basic factors dramatically lowers
the gaps between agent-owned and other houses, relative to the
means of the raw data. Including a wide range of controls in
addition to these basic ones does account for much of the
residual variance in sale prices, but has a relatively small
impact on the measured impact of agent-ownership.

The estimated realtor-owned-home coefficient has a plau-
sible magnitude. A 3.7% divergence in sales price for the

14 If we push the data even further, adding block-year interactions so that we
only identify the coefficients off of variation across multiple homes on the
same block that have an original listing date in the same calendar year, we find
that agent-owned homes sell for 3.5% more (standard error of 0.5%) and stay
on the market 11.2 days longer (standard error of 3.7 days). Forty percent of
the homes in our sample are on blocks with multiple sales in that year.

Merlo and Ortalo-Magné (2004) find that lower list prices trade off the
possibility of selling at a higher price for a higher arrival rate of potential
buyers. When we reestimate the specification of column 4 using original
listing prices rather than sales prices, we find list prices of agent-owned
homes are 3.4% (s.e. � 0.3) higher than those of comparable non-agent-
owned homes.

Since real estate agents tend to own homes that are better than the
average house on a block, we have also estimated specifications limiting
the sample to the 20% of houses on the block that have the highest
predicted sale price based on our hedonic regression. The results are very
similar to those for the whole sample.

TABLE 2.—THE IMPACT OF AGENT-OWNERSHIP STATUS ON SALE PRICE AND TIME-TO-SALE

(1) (2) (3) (4)
Dependent Variable: ln(Sale Price of Home)

Coefficient on agent-owned home 0.048 0.042 0.038 0.037
(Standard error) (0.004) (0.004) (0.003)

R2 0.856 0.886 0.896 0.958

Variable: Days to Sale

Coefficient on agent-owned home 16.89 11.03 10.25 9.47
(Standard error) (2.42) (2.40) (2.39) (2.25)

R2 0.123 0.130 0.139 0.384

Controls included:
City 	 year interactions Yes Yes Yes Yes
Basic house characteristics Yes Yes Yes Yes
Indicators of house quality No Yes Yes Yes
Keywords in description No No Yes Yes
Block fixed effects No No No Yes

“Excess return” of agent
assuming a 20% annual
discount rate 0.039 0.036 0.032 0.032

Notes: Regression coefficients are reported in the table, along with standard errors in parentheses. Results are based on a sample of 98,038 single-family home sales in 34 Cook County, Illinois, suburbs over the
period 1992–2002. The dependent variable in the top panel of the table is the natural log of the sale price; the dependent variable in the bottom panel is the number of days on the market. Each coefficient reported
in the table is from a separate regression. The other variables included in each specification are noted in the table, but the coefficients on these other variables are not reported here (table 3 presents a subset of
coefficient estimates for these controls). See the appendix for a complete list. The table’s bottom row reports the implied “excess return” accruing to agents selling their own homes, computed as the additional price
received for a home adjusted for the extra time on the market, under the assumption of a 20% annual discount rate.
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Impact of Agent Ownership by Subsample

values. We proxy heterogeneity by constructing a Herfin-
dahl index of home styles among houses sold on the block
in our sample period. (That is, we sum the squared shares of
each housing style on the block.) In order to be included in
the analysis, we require at least three homes to be sold on
the block. Houses are classified into 21 different styles (such
as ranch, colonial, American four square, prairie, contem-
porary) using the MLS listing descriptions. We then divide
blocks into three equally sized groups according to the
Herfindahl measure. The estimates of the impact of an
agent-owned home are reported in the panel A of table 4. We
also report the implied “excess return” of the realtor as
above, where we adjust the agent-owner price gap for
differences in time on the market using an annual discount
rate of 20%.

As can be seen in the table, the sales price difference
between agent-owned homes and other homes is indeed
highest on blocks where the houses are most different. Here,
the price difference is 4.3%. The gap is smaller in the
moderate-heterogeneity blocks (3.9%), and smaller still on
the low-heterogeneity blocks (2.3%—roughly half that of
the most dissimilar blocks), all in accordance with the
notion that neighborhoods with dissimilar houses present a
larger information advantage for realtors. We can reject at
the 5% level that the coefficients from the high- and medium-
heterogeneity subsamples equal the low-heterogeneity esti-
mate. We cannot statistically distinguish between the former
two. The time on the market differences reflect similar
contrasts. Agents on the more heterogeneous blocks clearly
keep their houses on the market for a longer period than
non-agents, while there is no statistically significant time-
to-sale gap on those blocks with the most similar houses.

Because of imprecision in the estimates, we cannot reject
equality of the three estimated agent-owner effects across
the subsamples. Finally, the sizes of agents’ implied excess
returns in the three subsamples are in accordance with
expectations: they are largest for the most dissimilar blocks
but get progressively smaller as heterogeneity falls.23

The second dimension along which we expect to see
systematic differences in agents’ information advantage
relates to the introduction of the Internet. In recent years
information about house sale prices has become readily
available to the general public on the Chicago Tribune Web
site. In addition, sellers can now directly access a limited
version of the MLS. There are also Web-based services that
will predict the market value of a home based on econo-
metric models (for example, Case & Shiller, 1990) and
information the seller enters into the program. Because of
the improved information dissemination, we expect that the
information advantage of realtors has fallen over time. We
report in panel B of table 4 the results from estimating our
full hedonic specification on three subsamples of the data
stratified by time period (1992–1995, 1996–1999, and
2000–2002).

23 We have also attempted to measure heterogeneity of housing based
upon the measured heterogeneity in the overall observable characteristics
of homes sold on the block. To obtain that block-level measure of house
heterogeneity, we first regress logged sales prices on a set of city-year
dummies and block effects. The residuals from this regression are that
portion of home sales prices not driven by temporal or spatial differences
in average price levels. These residuals therefore embody between-home
differences in observable characteristics, such as the number of rooms, the
age of the home, and so on. We use the average squared residual on each
block as our measure of block heterogeneity. The results are similar to
those obtained using the Herfindahl index based on housing styles.

TABLE 4.—THE IMPACT OF AGENT OWNERSHIP BY SUBSAMPLE

(VALUES IN TABLE ARE COEFFICIENT ON AGENT-OWNED INDICATOR VARIABLE)

Subsample
Magnitude of Predicted
Agent-Owned Distortion

Dependent Variable:
ln(Sale Price)

Dependent Variable:
Days to Sale

Implied “Excess Return”
(20% Annual Discount Rate)

A. Heterogeneity of housing
stock on the block

High heterogeneity High 0.043 9.45 0.038
(0.005) (3.68)

Moderate heterogeneity Medium 0.039 11.92 0.032
(0.005) (3.82)

Low heterogeneity Low 0.023 5.09 0.020
(0.005) (4.24)

B. Time period
On the market 1992–1995 High 0.049 15.20 0.041

(0.007) (6.11)
On the market 1996–1999 Medium 0.032 7.99 0.028

(0.005) (4.14)
On the market 2000–2002 Low 0.029 2.47 0.028

(0.006) (3.98)
C. Buyer’s agent presence

Buyer’s agent absent 	
agent-owned home

High 0.052 N/A N/A
(0.007)

Buyer’s agent present 	
agent-owned home

Low 0.033 N/A N/A
(0.003)

Notes: All coefficients in the table correspond to variations on the specification reported in column 4 of table 2. Panels A and B divide the sample into mutually exclusive, exhaustive subsamples. The heterogeneity
of a city block’s housing stock is computed based on the Herfindahl index of styles of houses (such as Victorian, Georgian, or colonial) sold on the block in our sample period. Blocks with fewer than three home
sales over the course of the sample are excluded from the analysis in panel A. The remaining sample is divided into equally sized groups based on the Herfindahl measure. Panel B divides the sample according
to the year that a house is originally listed for sale. Panel C adds interactions between whether a buyer’s agent is part of the transaction and the agent-owned variable to the baseline specification.
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Cartel Pricing and Ineffi cient Entry

U.S. real estate agents have fixed commissions at 6% Figure

There are essentially no barriers to entry into the sector

Ineffi cient entry chases the rents created by fixed commissions

Hsieh and Moretti (2003): house prices rise but commission rates don’t fall

1 Agents’income from each sale mechanically increases
2 More agents enter the sector to chase the commissions Figure

3 Agents’productivity (sales per year) declines Figure

4 Agents’real income does not change Figure

The average time houses remain for sale declines Figure

I Changes in productivity do not seem due to changes in service quality
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Fixed Commission Ratesfree entry 1085

Fig. 4.—Commission rates and price of housing in the CEX. Each point in the figure
is the average commission rate within intervals in housing price $10,000 wide. The su-
perimposed fit is taken from a household-level regression of commission rates on housing
prices (Np406).

figure 4 suggests that there is no correlation between these two
variables.13

What is quite remarkable is that if in fact commission rates are fixed,
the commission from selling a house increases one to one with the price
of the house. For example, the commission paid for the sale of a
$500,000 house is $30,000, whereas the commission from selling a
$100,000 condo is only $6,000. Now, one could argue that the brokers
who deal with a $500,000 house are providing a completely different
service than ones dealing with $100,000 condos. However, it does not
seem likely that the differences in services are large enough to account
for a $24,000 difference in the commission fee. But even if this is the
case when one is looking at houses with different prices within a given

13 House sales includes “own home” (UCC 820101) and “vacation home” (UCC 820102).
We measure commission fees as “total selling expenses” (UCC 820301 and 820302), but
this clearly includes expenses other than commission fees. We estimate commission rate
by dividing commission fees by the price of housing. Any measurement error will introduce
attenuation bias, leading us to understate the true relationship between price and com-
mission rates. To reduce measurement error, we drop observations with implausibly large
or small estimated commission rates (less than 1 percent or more than 10 percent). We
end up with 406 households that report selling their houses and have a nonmissing price
and commission rate. Each point in fig. 4 is the average commission rate within intervals
$10,000 wide. The superimposed fit is taken from a household-level regression of com-
mission rates on housing prices, which yields a slope coefficient on the log housing price
of �0.005 (0.017).
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House Prices and the Relative Number of Realtorsfree entry 1099

Fig. 6.—1980–90 changes in the percentage of real estate agents in the labor force and
changes in the average cost of housing. Each bubble represents a metropolitan area. The
size of the bubble is proportional to the metropolitan area population. There are 282
metropolitan areas. Data are taken from the 1980 and 1990 Census of Population and
Housing.

acteristics are to the observable characteristics of brokers.35 The cross-
sectional coefficients are both positive and significant. For the 1990 cross
section, the coefficient is 0.623 (0.058). The corresponding coefficient
for 1980 is slightly larger: 1.142 (0.097).36

To abstract from some of the factors that can potentially introduce
spurious correlation between the share of brokers and the price of
housing in the cross section of cities, we also look at how changes over
time in the normalized price of housing affect changes in the number
of real estate agents. The estimated coefficient is 0.917 (0.078), indi-
cating that a 1 percent increase in the average cost of housing in a city
results in a 0.9 percent increase in the number of real estate agents. To
help interpret the magnitude of the estimated effect, consider cities
such as Seattle, Raleigh-Durham, and San Diego, which are around the

35 In particular, we obtain the weights from a probit model in which the dependent
variable is a dummy equal to one for brokers, and the independent variables include
gender, race, schooling, a quadratic in experience, and the interaction of gender with
race, schooling, and a quadratic in experience. We have experimented with different
definitions of the reservation wage and have found that our results are not sensitive to
these alternatives. For example, when we use the average wage in the city or average white-
collar wage in the city, the results are virtually unchanged.

36 All the models are weighted by city population. The ’s are .28 and .32, respectively.2R

Back

Giacomo Ponzetto (CREI) Urban Economics 5, 6, 12 March 2012 63 / 119



The Operation of Housing Markets Real Estate Agents

House Prices and Realtors’Productivityfree entry 1079

Fig. 1.—1980–90 changes in the productivity of real estate agents (houses sold in the
city/hours worked) and changes in the cost of housing. Each bubble represents a met-
ropolitan area. The size of the bubble is proportional to the metropolitan area population.
There are 282 metropolitan areas. Data are taken from the 1980 and 1990 Census of
Population and Housing.

are they better off than their counterparts in 1980. The higher com-
missions in Boston are simply dissipated, wasted through the entry of
real estate agents seeking to earn these higher commissions, agents who
could be profitably engaged in other activities.

In short, this comparison of Boston and Minneapolis suggests that
we look for the following three pieces of indirect evidence of socially
wasteful entry by real estate agents. Specifically, if commission rates are
fixed and if real estate agents dissipate higher commissions in cities with
high housing costs through entry, in cities with high housing prices, we
should see (1) more real estate agents (relative to the city’s labor force),
(2) lower productivity (sales per agent or sales per hour worked), and
(3) real wages of real estate agents that are no higher than in cities with
low housing costs.

In this paper, we find strong support for all three conjectures, in a
cross section of 282 cities and also when considering changes across
these cities from 1980 to 1990. These results also hold true when we
account for part-time real estate agents. As a preview of our empirical
evidence, consider the scatter plot of the change in the log productivity
of an average real estate agent in a city from 1980 to 1990 against the
change in the average log price of housing (fig. 1). This figure suggests
that a 1 percent increase in average housing prices in a city results in
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House Prices and Realtors’Relative Wage1106 journal of political economy

Fig. 9.—Average earnings of real estate agents and average price of housing in 282
cities in 1990. Each bubble represents a metropolitan area. The size of the bubble is
proportional to the metropolitan area population. There are 282 metropolitan areas. The
y-axis is the log difference between average earnings in a city and brokers’ reservation
wage. The reservation wage of real estate agents is a weighted average of the wages of
workers in all other occupations in the same city. We assign weights to individuals in the
sample who are not brokers on the basis of how similar their observable characteristics
are to the observable characteristics of brokers.

relation between the interquartile range of agents’ earnings in a city
and the price of housing.43 We find that price increases are associated
with statistically significant increases in the interquartile range, both in
the cross section and in 1980–90 changes.44 We find similar results when
we look at the conditional interquartile range of earnings.45

Another potential source of earnings dispersion is the difference be-
tween brokers and agents. Until now, we have not distinguished between
brokers and real estate agents, but it is possible that brokers in
high–housing cost cities may profit from the fixed commission fee.46

43 Unlike the variance, the interquartile range is robust to outliers.
44 The cross-sectional coefficients for 1990 and 1980, are respectively, 2.078 (0.147) and

2.10 (0.174). The specification in changes yields 1.415 (0.309).
45 The cross-sectional coefficients for 1990 and 1980 are, respectively, 1.74 (0.12) and

2.02 (0.14). The specification in changes yields 1.48 (0.23). The conditional interquartile
range is obtained by conditioning on schooling, gender, race, and a quadratic in potential
experience.

46 As previously mentioned, every agent has to work for a broker. Most brokers are
themselves also sales agents (or former agents) and are typically the owners of the real
estate company. A recent survey by the National Association of Realtors indicates that in
59 percent of cases, agents split commission fees with their broker; in 32 percent of cases,
agents get the full commission (and pay a fixed fee to the broker); and in 4 percent of
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House Prices and Time on the Market1112 journal of political economy

Fig. 10.—Cost of housing in 282 metropolitan areas and vacancy time. Each bubble
represents a metropolitan area. The size of the bubble is proportional to the metropolitan
area population. There are 282 metropolitan areas. Data are taken from the 1990 Census
of Population and Housing.

time selling a house in a high–housing cost city, it is still possible that
buyers of such houses tend to take more time searching. Therefore, if
buyers’ agents need to spend more time assisting home buyers, this
could explain some of the correlation between productivity and housing
prices. To assess this argument, we turn to two measures of the duration
of the search by home buyers.

Our first proxy of the time buyers spend searching for a house is the
average number of houses visited by home buyers in 20 large cities.53

The average home buyer in these cities visited 13.3 houses before mak-
ing a decision. Figure 11a shows the relationship between log average
number of houses visited by home buyers in each city and log average
housing prices. The corresponding coefficient from a regression of the
logarithm of the number of houses visited on the log of the price (col.

53 The data are taken from the 1999 Annual Survey of Recent Home Buyers, a repre-
sentative survey of approximately 1,800 home buyers in 20 major cities collected annually
by the Chicago Title and Trust Co. (http://www.ctt.com). The cities included in the survey
are Atlanta, Boston, Chicago, Cleveland, Dallas–Fort Worth, Denver, Detroit, Houston,
Los Angeles, Memphis, Miami, Minneapolis–St. Paul, New York City, Orange County
(Calif.), Orlando (Fla.), Philadelphia, Phoenix, San Francisco, Seattle-Tacoma, and Wash-
ington, D.C. Although the number of cities covered by this survey is a fraction of the total
number of cities for which we have data in the census, the 20 markets in the Annual
Survey of Recent Home Buyers account for approximately one-third of all home sales in
the United States.
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Durable Housing and Skewness

House prices are largely predicted by demand: amenities and income

But supply matters: prices are often below construction costs Figure

Housing supply is kinked, and vertical in declining regions Figure

Glaeser and Gyourko (2005): skewed response to demand shocks
I Rapid population growth with moderate price increases
I Slow population contraction with sharp price declines

1 Higher price elasticity for negative changes Table Figure

2 When consumer valuation of an amenity changes Weather

I The impact on population is convex: greater when positive
I The impact on price is concave: greater when negative

Decline
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Median Price Regression and Construction Costs

Fig. 2.—Median price regression and construction costs. The dashed horizontal line represents the $97,974 construction costs (in 2000 dollars) for
a modest-quality, 1,200–square foot single-family home estimated by R. S. Means (2000a). The observation for Honolulu is not plotted for ease of
presentation.
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Housing Supply and Construction Costsurban decline and durable housing 347

Fig. 1.—The nature of housing supply and construction costs

among cities with at least 100,000 people at the beginning of the 1990s).
Durable housing largely explains why decline typically is such a lengthy
process. The eight consistently declining cities referenced above remain
large places even after five consecutive decades of population loss.

As figure 1 suggests, a durable housing model predicts that increases
in population will be associated with small increases in prices, but de-
creases in population will be associated with large decreases in prices.
The data support this prediction. Durable housing also suggests that
exogenous forces predicting urban growth will have large effects on
population and small effects on prices. Conversely, exogenous forces
that predict urban decline will have small effects on population and big
effects on prices. Using the weather as a source of exogenous changes
in the attractiveness of cities, we find support for these predictions.

Durability also implies that a negative shock to a city’s productivity
will continue to cause population declines over many subsequent dec-
ades. This is consistent with our results, which show that the degree of
persistence in population change among declining cities is double that
for growing cities. Durability of housing also implies that the distribution
of house prices should predict future growth, and not merely because
high house prices reflect future price appreciation. Population growth
is indeed much lower in cities with larger fractions of their housing
stocks valued below the cost of new construction. This is not a causal
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Price Changes and Population Changes
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TABLE 1
Relationship between Price Changes and Population Changes from

Equation (3) (Part b of Proposition 1)

a1

(1)
a2

(2)
Test for a1 p a2

(3)

2R
(4)

Results from pooled
decadal observations
(N p 963)*

1.80
(.20)

.23
(.05)

F(1, 320) p 45.20
Prob 1 F p .00

.19

Results from three-
decade change (N p
321)†

1.64
(.19)

.09
(.04)

F(1, 320) p 55.16
Prob 1 F p .00

.15

Note.—Standard errors (in parentheses) are based on clustering at the city level. There are 321 city clusters in each
regression. Specifications are estimated using data on cities with at least 30,000 residents in 1970. There are 963
observations on the pooled decadal changes and 321 observations on the 30-year changes. Population and house prices
are obtained from the decennial censuses. Decadal dummy coefficients and intercepts are suppressed throughout. Full
results are available on request. See the text for added detail on the specification.

* Observations pertain to the 1970s, 1980s, and 1990s.
† Observations pertain to 1970–2000.

our cities. If housing was not durable, we would expect to see much
more of a quantity response in declining cities over longer time spans,
reducing the asymmetry predicted by our model.

The second implication of proposition 1 is that price changes are
more sensitive to population changes when the changes are negative.
While there obviously is no causal linkage implied here, a concave re-
lationship between price appreciation and population growth is an im-
portant testable hypothesis implied by our framework. To investigate
this issue, we regress the percentage growth in housing prices (all prices
are in 2000 dollars) on a transformation of its population growth as
shown in equation (3) below. Population growth is entered in piecewise
linear form to allow for differential effects in expanding versus declining
cities. Thus the POPLOSSi,t variable takes on a value of zero if city i’s
population grew during decade t and equals city i’s actual percentage
decline in population if the city lost population during the relevant
decade. Analogously, the POPGAINi,t variable equals zero if the city lost
population during time period t and equals the actual population
growth rate if the city gained population. Whenever observations are
pooled across decades, we include time dummies (dt) to allow for dif-
ferent intercepts across decades and correct for intertemporal corre-
lation in the error terms associated with multiple observations on the
same city over time. The actual specification estimated is

house price appreciation rate (%) pi,t

a � a # POPLOSS � a # POPGAIN � a # d � e , (3)0 1 i,t 2 i,t 3 t i,t

where ei,t is the standard error term.
The first row of table 1 reports results from a specification that pools

the 963 observations on decadal price and population growth that we
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Housing Supply and Construction Costs

Fig. 3.—Price appreciation and urban growth
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Population and Price Growth and the Weather

358 journal of political economy

TABLE 2
Population and Price Growth and the Weather (Part c of Proposition 1)

A. Based on Equation (4)

a1

(1)
a2

(2)
Test for a1 p a2

(3)

2R
(4)

Population growth
results

.0008
(.0020)

.0069
(.0012)

F(1, 261) p 4.79
Prob 1 F p .03

.15

B. Based on Equation (5)

b1

(1)
b2

(2)
Test for b1 p b2

(3)

2R
(4)

House price apprecia-
tion results

.0060
(.0016)

.0023
(.0011)

F(1, 261) p 2.39
Prob 1 F p .12

.11

Note.—Standard errors (in parentheses) are based on clustering at the metropolitan area level. There are 262
metropolitan area clusters in each regression. Specifications are estimated using data on 321 cities with at least 30,000
residents in 1970. There are 963 observations across the three decades of the 1970s, 1980s, and 1990s. Population and
house prices are obtained from the decennial censuses. Mean January temperature is a 30-year average that was collected
from the 1992 County and City Data Book. This variable does not vary over time. Decadal dummy coefficients and
intercepts are suppressed throughout. Full results are available on request. See the text for added detail on the
specifications.

here because there is no variation in reported temperature within a
metropolitan area.

The first row of table 2 finds the strong convexity of population
change with respect to weather shocks predicted by part c of proposition
1. Among colder cities, there is no statistically or economically mean-
ingful relationship between being more (or less) cold and population
growth. The result is quite different for warmer places. Among these
cities, being warmer is strongly associated with greater population
growth. The coefficient of 0.0069 implies that an increase of 16 degrees,
which is the interquartile range of mean January temperatures for
warmer cities (from 36 to 52 degrees), is associated with a 10.8 percent
higher decade population growth rate. That is an economically mean-
ingful effect, since the mean decadal increase in population for the
warm cities is 13.5 percent. The F-test results reported in column 3 show
that we can conclude with high confidence that the impacts of these
negative and positive “weather shocks” on population growth are
different.

The next row of table 2 reports results for house price appreciation.
As predicted by part c of proposition 1, there is a concave relationship
between price changes and weather shocks. A negative shock has a
greater impact on price than a positive shock of equal magnitude.
Among colder places, a 10-degree higher temperature is associated with
a 6 percent greater rate of house price growth ( ),0.0060 # 10 p 0.06
with the same increase among warmer cities being associated with only
a 2.3 percent higher rate of price appreciation ( ).0.0023 # 10 p 0.023
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Durable Housing and Urban Decline

Population decline is more persistent than growth Table

I Negative productivity shocks cause gradual population declines

The share of the housing stock valued below construction cost
negatively predicts population growth Table

I It does not negatively predict house price growth
I The prediction is robust to controls including median house price
I Hence it does not seem due purely to forward-looking house prices

Declining cities are characterized by poverty and social distress
I The most productive workers flee negative productivity shocks
I The least productive workers stay in cheap houses

The share of high-skill workers falls in declining cities Table

I It rises more slowly, if at all, in growing cities
I The effect is explained by median house price, but not by other controls

Skewness
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Persistence of Population Decline
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TABLE 3
Persistence of Population Decline Based on Equation (6)

(Part a of Proposition 2)

a1

(1)
a2

(2)
a1 p a2

(3)

2R
(4)

Results from pooled
decadal observations

1.001
(.076)

.455
(.039)

F(1, 320) p 29.0
Prob 1 F p .00

.51

Note.—Standard errors (in parentheses) are based on clustering at the city level. There are 321 city clusters. Spec-
ifications are estimated using data on 321 cities with at least 30,000 residents in 1970. In this table, population growth
rates from the 1980s and 1990s are regressed on transformed lags of their respective growth rates and a single decadal
dummy as described in the text. There are 642 decadal observations. All population data were obtained from decennial
censuses. The time dummy coefficient and the intercept are suppressed throughout. All results are available on request.

While this is consistent with our model, the F-test results reported in
column 3 show that the effects are different at only the 88 percent level.

Table 3 addresses part a of proposition 2 that housing durability
should make population decline especially persistent because it can take
many decades for negative shocks to be fully reflected in the size of the
housing stock and population. As in table 1, we allow the estimation of
differential effects of growth versus decline so that the POPLOSS and
POPGAIN variables are as defined as above. Because we are interested
in persistence, current-period population growth is regressed on lagged
growth (where the subscript signifies the decade prior to t), andt � 1
we estimate the following specification:

population growth rate (%) pi,t

a � a # POPLOSS � a # POPGAIN � a # d � e . (6)0 1 i,t�1 2 i,t�1 3 t i,t

The use of lags results in the loss of one decade of data (the 1970s)
and reduces the number of observations to 642 as described in table 3.

The coefficient on past growth when growth was negative is twice that
when past growth was positive. Among cities that declined in the pre-
vious decade, a 1 percent greater population loss is associated with a 1
percent larger population decline this decade. The positive coefficient
of about 0.46 on the lagged value of POPGAIN indicates that there is
some persistence for cities that were growing, too. However, we can
comfortably reject the null hypothesis that these are the same effects
(see col. 3 of table 3). These findings reflect the permanence of decline
among American Rust Belt cities especially. There were 39 U.S. cities
with at least 100,000 people in 1950 that lost population during the
1950s. Of these, 33 declined in the 1960s, 37 declined in the 1970s, 22
declined in the 1980s, and 23 declined in the 1990s.

The final implication of proposition 2 implies that cities with an abun-
dance of cheap housing that is priced below current replacement cost
will not tend to grow as much in the future. This connection is not
causal. Cities with relatively large fractions of housing priced below
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Distribution of House Prices and Population Decline
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TABLE 4
Distribution of House Prices and

Population Growth (Part c of
Proposition 2)

Specification

(1) (2)

a1 �.270
(.042)

�.267
(.084)

2R .20 .55

Note.—Standard errors (in parentheses) are
based on clustering at the city level. There are 127
city clusters. Specifications are estimated using data
on 215 cities—123 with 1980s data and 92 with
1990s data. Population data are taken from the de-
cennial censuses. House price data are taken from
the IPUMS maintained by the University of Min-
nesota. Construction cost data on single-family
homes are taken from R. S. Means (2000a, 2000b).
Various adjustments to both the numerator and de-
nominator are made in creating the ratio of price
to construction cost in the �house q variable. See
the text and App. A for the details. Specification 1
is taken from eq. (7). The local controls included
in specification 2 include the log of median house
price at the beginning of the decade, the percent-
age of the city housing stock at the beginning of
the decade composed of single-unit dwellings, cen-
sus region dummies, the log of city population at
the beginning of the decade, the city’s family pov-
erty rate at the beginning of the decade, and 30-
year averages for January temperature, July tem-
perature, and annual rainfall. The time dummy
coefficient and the intercept are suppressed
throughout. All results are available on request.

This ratio of market value to replacement cost is akin to a Tobin’s q-
value for a city’s housing stock. However, Tobin’s q increases with the
premium over replacement cost, whereas our variable rises in value the
greater the fraction of the housing stock priced below cost. In equation
(7), which describes a regression of decadal city population growth on
this measure of market value to replacement cost at the beginning of
the decade, this variable is labeled �house qi,t_, where the minus sign
in front indicates that a higher value is associated with more, not fewer,
units being valued below physical construction costs. The t_ subscript
indicates that the value is taken from the beginning of the relevant
decade:

population growth rate (%) pi,t

a � a # �house q � a # d � e . (7)0 1 i,t_ 2 t i,t

After we pool observations across the two available decades of con-
struction cost data, column 1 of table 4 reports that our estimate of a1

is �0.27. This highly statistically significant result (standard error of
0.042) implies that for every 10 percent more of the housing stock that
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Human Capital, Cheap Housing, and Urban Decline
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TABLE 5
Human Capital, Cheap Housing, and Urban Decline (Proposition 3)

Specification

(1) (2) (3)

a1 8.28
(1.86)

.30
(1.80)

8.35
(2.03)

a2 .83
(.58)

�.25
(.56)

1.99
(.61)

F-tests F(1, 320) p 12.75
Prob 1 F p .00

F(1, 320) p .08
Prob 1 F p .78

F(1, 261) p 9.33
Prob 1 F p .00

2R .15 .26 .25

Note.—Standard errors (in parentheses) are based on clustering at the city level in the first two specifications and
at the metropolitan area level in the third specification. There are 321 city clusters and 262 metropolitan area clusters.
Clustering by metropolitan area occurs when weather-related variables are included in the specification. Specifications
are estimated using data on 321 cities with at least 30,000 residents in 1970. Specification 1 is based on eq. (8).
Specification 2 adds median house price (at the end of each decade) to the basic model in eq. (8). Specification 3
includes city population; the family poverty rate; the change in Hispanic population share; weather conditions as
reflected in mean January temperature, mean July temperature, and average annual rainfall; and region dummies.
College graduate shares and the family poverty rate were obtained from various issues of the County and City Data
Book and Housing and Urban Development’s State of the Cities data system. Population, house prices, and Hispanic
share were obtained from the decennial censuses. All weather variables represent 30-year averages that were collected
from the County and City Data Book. Time dummy coefficients and the intercept are suppressed throughout. All
results are available on request.

graduates the greater the rate of population loss among declining cities.
As before, we use a transformation of population growth to permit
estimation of different effects for expanding versus shrinking cities so
that the POPLOSSi,t and POPGAINi,t variables are as defined above.
Because data availability allows us to pool observations across all three
decades in our sample, the usual time dummies are included, with robust
standard errors estimated on the basis of clustering by city. Column 1
of table 5 reports the results of estimating equation (8):

DCOL p a � a # POPLOSS � a # POPGAINi,t 0 1 i,t 2 i,t

� a # d � e . (8)3 t i,t

Among cities losing residents, a greater rate of loss is associated with
a significant drop in population share of the highly educated; there is
no significant correlation between the extent of population growth and
the share of college-educated among growing cities. The F-test results
also show that we can be sure that these effects are, in fact, different.
Given the units of observation, the estimated a1 coefficient of 8.28 from
column 1 implies that a 10 percent greater rate of population decline
over a decade is associated with a 0.83-percentage-point lower share of
college graduates. There is just over a three-percentage-point gap be-
tween the average share of college graduates in expanding versus de-
clining cities in our sample (16.9 percent among cities that were losing
population in a given decade vs. 20.2 percent for those gaining resi-
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Regulation and the Rise in Housing Prices

In growing cities house prices equal the cost of supply

House price = land price + construction cost + residual

In the U.S. construction costs used to be 80% of the story
I Their relative importance has been declining since at least 1970

Growing cities in the Sun Belt have built a lot with little price growth
I Housing supply accounts for the region’s rise (Glaeser and Tobio 2008)

Growing cities on the coasts have built little with huge price growth
I Coastal geography reduces supply elasticity (Saiz 2010)
I Regulation increases prices (Katz and Rosen 1987)

Focus on the residual: regulatory tax
I It might also be monopoly power, but the industry is highly competitive
I Geography should show up in land prices and construction costs
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Land Prices and Zoning Taxes

regulation and housing prices 359

TABLE 4

Hedonic Land Prices and Zoning Taxes: Select Metropolitan Areas from
American Housing Survey Metropolitan Files

Metropolitan Area
Year
(1)

Hedonic Price
of Land

($/Square Foot)
(2)

Average House
Value ($)

(3)

Zoning Tax/
House Value

(4)

Baltimore 1998 .88 154,143 .018
Birmingham 1998 .13 114,492 0
Boston 1998 .68 236,231 .186
Chicago 1999 1.62 187,669 .057
Cincinnati 1999 .40 133,050 0
Detroit 1999 .37 144,686 0
Houston 1998 .15 103,505 0
Los Angeles 1999 2.59 260,744 .339
Minneapolis 1998 .38 144,719 0
New York 1999 1.38 253,232 .122
Newport News (Va.) 1998 .48 127,475 .207
Oakland 1998 2.34 284,443 .321
Philadelphia 1999 .81 135,862 0
Pittsburgh 1998 .70 100,060 0
Providence 1998 .56 148,059 0
Rochester 1998 .21 109,050 0
Salt Lake City 1998 .83 167,541 .119
San Francisco 1998 4.10 418,890 .531
San Jose 1998 3.92 385,021 .469
Tampa 1998 .37 103,962 0
Washington, D.C. 1998 .64 213,281 .219

Note.—Hedonic prices of land were estimated using data from the metropolitan area surveys of U.S.
Census Bureau, American Housing Survey (AHS) (1998, 1999). In some cases, areas were over sampled
and included in the 1999 national file of the AHS. Four hedonic models were estimated. See the text and
note 19 supra for those details. The prices reported here reflect the average of the prices associated with
the second- and third-highest estimates across all four specifications (that is, we discarded the highest and
the lowest estimates and report the mean of the two remaining estimates). The housing price for each
metropolitan area is the mean for the sample of single-unit homes with lot sizes less than 2 acres. The
computation of the zoning tax as a fraction of mean house value is as follows for each area j:

ZoningTax (MeanHouseValue � CC ) � HedonicLandPricePerSqft # MeanLotSizej j j j j
p .

MeanHouseValue MeanHouseValuej j

MeanHouseValue and MeanLotSize are specific to a metropolitan area and pertain to the sample of single-
unit, owner-occupied residences with less than 2 acres of land.

is much higher on the West Coast. Using the $4-per-square-foot average of
the prices in the two Bay Area metropolitan areas surveyed implies that a
quarter-acre is valued at well over $40,000.

While these calculations obviously take some liberty with the meaning of
a small change in the quantity of land, they do illustrate that the value of
land as measured by these hedonic prices is not likely to constitute the bulk
of the total value of the typical home in most of these metropolitan areas.
This is evident by comparing the quarter-acre land values discussed above
with the mean home prices (in 2000 dollars) reported in column 3 of Table 4.
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Prices and Permits in Manhattan
332 the journal of law and economics

Figure 1.—Housing permits in Manhattan and prices (4-year moving averages)

per year that is double the national average as measured by the Freddie Mac
Repeat Sales Price Index.

New York City’s high wages (real per capita income rose from $26,730
to $46,349 in 2002 dollars between 1979 and 1997) and attractive amenities
make the demand for its space understandable, but increases in the demand
for housing need not result in large price increases. In many places, increases
in the supply of housing offset increases in demand, leaving housing prices
relatively unaffected. The population of Las Vegas almost tripled between
1980 and 2000, but the real median housing price did not change. In fact,
in more than one-third of the larger American cities that added housing units
faster than the national rate since 1980, real median housing prices actually
fell. In the sprawling cities of the American heartland, land remains cheap,
real construction costs are falling, and expanding supply keeps housing prices
down.

Even in New York City, growth in the housing supply used to help keep
prices down. As the city grew during the middle of the century, existing
blocks of apartments and homes were demolished to make way for denser
residential construction. As shown by Figure 1, tens of thousands of new
units were built in Manhattan during the 1950s, while prices remained flat.1

1 In Figure 1, building permits are combined single- and multifamily permits for Manhattan
from the residential construction branch of the U.S. Census Bureau. The real housing price
series is the NY-NJ-LI metropolitan statistical area Consumer Price Index for Shelter, deflated
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Regulatory Tax on Manhattan Apartments

The price of land must be inferred through standard hedonics
I Bias if lot size correlates with unobserved house attributes

In Manhattan, no land is required (or available) for construction

The marginal cost is merely the construction cost of building up
I Buildings could easily be taller: they used to be Figure

Prices are substantially above construction costs Figure

Supply used to respond to price but no longer does, or can Figure

Probably due to rent-seeking homeowners’political clout
I Seemingly smaller if any wedge for commercial real estate
I Unjustified by estimates of negative externalities

Boston
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Construction of Tall Residential Buildings in Manhattan338 the journal of law and economics

Figure 2.—Construction of tall residential buildings in Manhattan

A. Just How Expensive Is Manhattan Real Estate?

Our primary evidence on prices is condominium sales records in Manhattan
from the First American Real Estate Corporation. These data originate from
deeds records and represent transactions prices over the period 1984–2002.
All sales prices reported in this section are converted into 2002 dollars using
the Consumer Price Index (CPI). As our construction cost data are generally
on a per-square-foot basis, we also convert our price data into per-square-
foot measures.

We have a large sample of 23,060 condominiums spread throughout Man-
hattan. The distribution of sales prices is shown in the top row of Table 1.
While there is considerable variation in the data, the basic numbers suggest
that Manhattan condo units have been selling for around $460 per square
foot over the past 2 decades, with recent values reaching above $600 per
square foot. And the distribution is not strongly skewed, so the annual av-
erages are not driven by a few outliers.

Variation in prices reflects both differences in the physical infrastructure
of the apartments and the difference in neighborhood amenities. One concern
with our analysis is that we are unable to measure all aspects of physical
apartment quality. However, unless neighborhood attributes specifically affect
construction costs, the variation in prices that is related to neighborhood
amenities will not bias our results. Indeed, in a truly free market, these
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Sales Prices and Construction Costs in Manhattan
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Manhattan Permits and Lagged Price Changes

348

Figure 4.—Manhattan permits and changes in (lagged) housing prices, by decade

349

Figure 4 (Continued)
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Land Use Regulation in Greater Boston

Another U.S. city with a supply problem: prices rise, permits fall

The limit to housing supply is not lack of land Figure

I The cities with lowest initial density allow the least construction
I Initial price is also negatively correlated with construction
I An acre of land is worth $16,000, or $300,000 if under a house

Increasing and increasingly complex regulation Figure

I Minimum lot sizes: typically one acre ⇒ 3 houses per Eixample block!
I Wetlands protection, septic systems, subdivision requirements

Regulation seems rather random
I Historical density is the main predictor of minimum lot size Table

I No valid instrument for regulation in a price or construction regression

Manhattan Consequences
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Lack of Land vs. Lack of Permits
E.L. Glaeser, B.A. Ward / Journal of Urban Economics 65 (2009) 265–278 267

Source. US Census Bureau.

Fig. 2. Relationship between log single family permits 1980–2002 per acre and log 1980 housing density.

The large number of local jurisdictions in Boston makes this
setting a natural place to look at the construction impact of local
land use, since there is so much variation in regulation between
places that are otherwise quite similar. In Section 4, we find a ro-
bust negative effect of minimum lot size on the amount of building
in an area between 1980 and 2002. As the average acre per lot in-
creases by one, there is a 0.4 log point reduction in single-family
development between 1980 and 2002. Other regulations also sig-
nificantly reduce new construction. In a specification with town
fixed effects, where we combine wetlands, septic and subdivision
rules into a single index, we find that each extra rule reduces
new construction by 0.1 log points. We have no way of knowing
whether any reductions in construction associated with specific
rules represent a total reduction in building across the region or
just a shift from more controlled places to less controlled places.
The overall decline in permitting does suggest that these controls
have had some aggregate effect on the region.

The same abundance of similar, small jurisdictions that makes
Greater Boston a natural place to examine the impact of land use
controls on new construction makes the area a much less natural
place to examine the impact of land use controls on price. There
are so many close substitutes for most towns that we would not
expect restricting of housing supply in one town to raise prices in
that town relative to another town with similar demographics and
density levels. Restrictions on building in one suburban commu-
nity should not raise prices in that community relative to another
town with equivalent amenities, any more than restrictions on the
production of Saudi Arabian crude will raise the price of Saudi Ara-
bian crude relative to Venezuelan crude. Of course, Saudi Arabia’s
quantity restrictions will still raise the global price of oil, but this
cannot be seen by comparisons of prices across oil producers.

In Section 4, we also look at the connection between land use
controls and prices in a hedonic price regression, where we control
for structural characteristics, lot size and fixed town characteristics,
we find that each acre per lot is associated with a 12 percent in-
crease in housing prices. When we control for town demographic
variables and density, this impact disappears. The impact of other
regulatory barriers is significant when we don’t control for the de-
mographic variables and density, but it also disappears when we

control for these variables. Our interpretation of these results is
that the major way in which land use restrictions impact price is
by changing the density and demographic composition of a town.

Our data enables us to examine whether towns are choosing
densities to maximize land values. In some settings, land value
maximization is equivalent to social welfare maximization (Brueck-
ner, 1990). In a simple model, reducing minimum lot sizes will
increase total land value in a town if the share of housing prices
associated with land is greater than the elasticity of price with re-
spect to unit lot size minus the elasticity of price with respect to
town density. We find that these two elasticities sum to approxi-
mately 0.1, while land’s share of total value in the sample seems to
be greater than 0.5. Together these results suggest that community
densities are too low to be maximizing total land value.

2. Is lack of land the limit on Greater Boston’s housing supply?

In this preliminary section, we present evidence on whether
the rise in price and decline in permitting in Greater Boston can
be explained by a lack of land. Throughout this paper, we will use
a sample of 187 cities and towns that lie between Route 495 and
the city of Boston, excluding Boston itself. This sample includes all
of the cities and towns that are physically closest to Boston, except
for those on Cape Cod.

We first look at whether construction has been particularly cur-
tailed in places with less developable land. Using US Census data
on permits from 1980 to 2002 and housing unit density in 1980,
Fig. 2 shows the strong positive relationship between initial hous-
ing unit density and later construction; the places with the most
land permitted the fewest single family units. This relationship
might be explained by higher demand in high density areas, but
when we run a bivariate regression where we regress single family
permits on both land density and price in 1980, we estimate:

Log

(
Permits1980–2002

Acres

)
= 3.27

(1.53)
+ 0.22

(0.03)
·Log

(
Homes1980

Acres

)

− 0.46
(0.13)

·Log(Price1980). (1)

Standard errors are in parentheses. These are 186 observations and
the R-squared is 55 percent. Price is negatively associated with the
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Growth of Regulation
270 E.L. Glaeser, B.A. Ward / Journal of Urban Economics 65 (2009) 265–278

Source. Pioneer Institute’s Housing Regulation Database for Massachusetts Municipalities in Greater Boston. Communities who adopt provi-
sions at unknown dates are excluded from fraction.

Fig. 4. Fraction of communities with wetlands, septic, subdivision, and cluster provisions, 1975–2004.

that were 22 feet wide or less. There are also restrictions on side-
walks and curb materials.

Rules regarding lot shape also restrict subdivisions. Sometimes
these rules are straightforward requirements that restrict the ratio
of perimeter to area. In other cases the rules are more amorphous,
such as the town of Millbury’s prohibition that “No pork chop,
rattail, or excessively funnel-shaped or otherwise gerrymandered
lots shall be allowed.” Fifty-four towns have also instituted growth
management policies that just act as a brake on the amount of
new development.

There are three sets of policies that enable developers to avoid
the minimum lot size regulations. First, a large number of com-
munities have adopted cluster zoning, which enables builders to
use smaller lot sizes in exchange for setting aside some quantity
of open space. In many cases, cluster zoning doesn’t actually have
a density bonus, because the open space set aside must be enough
so that the total density of the lot size still conforms to existing
minimum lot size rules. Inclusionary zoning can enable developers
to avoid minimum lot size requirements if they include enough af-
fordable units. Towns have an incentive to build these affordable
units, because if they have too few units, developers can use the
state rule Chapter 40B, which allows them to ignore local zoning
ordinances. Still, we have only found 21 towns where builders have
taken advantage of inclusionary zoning rules. A third set of rules
allow builders to develop at higher densities if the units are re-
stricted to the elderly.

In our empirical work, we will use a simple categorical variable
that takes on a value of one if the town has passed a rule that goes
beyond the state standards regarding septic systems, wetlands and
subdivisions. We will also sum those three categorical variables to-
gether for an overall regulatory barriers index (similar to Quigley
and Raphael, 2005). While there is surely information lost in us-

ing such a coarse measure, the advantage of such coarseness is
that it provides a simple measure with limited opportunities for
data mining. This metric attempts to capture the overall regula-
tory environment in each community, while avoiding the loss of
statistical clarity associated with trying to look at the effects of
all three regulations simultaneously. As Pollakowski and Wachter
(1990) argue, “land-use constraints collectively have larger effects
than individually.” We also examine the impact of cluster and in-
clusionary zoning.

Fig. 4 shows the adoption levels of the three forms of regula-
tory barriers and cluster zoning. All forms of regulation show a
dramatic increase over time. The subdivision rules have now be-
come ubiquitous. Fig. 5 shows the share of communities that have
amended their wetland, cluster and subdivision bylaws by year.
There was a dramatic increase in the end of the 1990s. These in-
creases were also accompanied by an increasing use of the court
system by the opponents of growth. Lawsuits, particularly justified
on environmental or nuisance grounds are also a perennial devel-
oper’s complaint. Fig. 6 shows the results of a Lexis/Nexis search of
Massachusetts Court Decisions containing all of the keywords zon-
ing, residential and either septic or wetland from 1964 to 2004.
Again, there was a steady rise in the 1990s.

3.3. The causes of land use regulation

We now turn to the correlates of these regulations by regress-
ing these rules on variables that predate the rules enactment. We
know when the wetlands, septic and subdivision regulations were
put in place, but we do not have comparable data for minimum
lot sizes. However, we do know that there was an initial wave
of zoning in the 1920s followed by a much greater wave after
World War II. As such, 1915 characteristics can be thought of as
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Causes of Land Use Regulation272 E.L. Glaeser, B.A. Ward / Journal of Urban Economics 65 (2009) 265–278

Table 3
1915, 1940 determinants of average minimum lot size and 1970 determinants of wetland bylaws, septic rules, and cluster zoning.

(1)
Average minimum

(2)
Lot size

(3)
Wetland bylaws

(4)
Septic rules

(5)
Cluster provisions

ln(Town Area) 0.0152 0.0108 −0.0592 −0.1811 0.1803
[0.0490] [0.0394] [0.1098] [0.1726] [0.0959]

ln(Housing Density) −0.2425 −0.2683 0.0371 −0.3849 0.1259
[0.0269]** [0.0209]** [0.0551] [0.0846]** [0.0470]**

Distance to Boston 0.0027 −0.0029 −0.002 −0.0085 0.0032
[0.0027] [0.0024] [0.0050] [0.0065] [0.0039]

Pct. white −0.0129 0.0086 0.0066 −0.048 −0.009
[0.0108] [0.0086] [0.0233] [0.0471] [0.0191]

Pct. foreign born −0.0063 −0.005 −0.0284 −0.0202 −0.0119
[0.0032] [0.0048] [0.0183] [0.0271] [0.0148]

Pct. mfg −0.0652 −0.1917
[0.1590] [0.0962]*

Pct. owner occupied −0.0064 −0.0016 −0.0037 −0.0016
[0.0019]** [0.0040] [0.0056] [0.0031]

Pct. BA or higher 0.0076 0.0053 0.0078
[0.0041] [0.0055] [0.0034]*

ln(acres water-based recreation + 1) 0.0615 0.0868 −0.0126
[0.0253]* [0.0341]* [0.0196]

ln(acres water + wetlands + 1) 0.0414 0.1643 0.0492
[0.0554] [0.0820]* [0.0468]

ln(acres of new development 1971–1985 + 1) 0.1104 0.0956 0.0203
[0.0524]* [0.0846] [0.0393]

Constant 3.0573 −0.1748
[1.2204]* [0.9382]

Control year 1915 1940 1970 or 1971 1970 or 1971 1970 or 1971
Observations 185 182 186 186 186
R-squared 0.64 0.71

Notes. (1) Standard errors in brackets.
(2) Dependent variable for (1) and (2) is average minimum lot size. Dependent variable for (3), (4) and (5) is a 0/1 variable indicating the existence of the regulation.

Standard errors are clustered at the town level for regressions (3), (4) and (5).
(3) Data is from the Pioneer Institute’s Housing Regulation Database for Massachusetts Municipalities in Greater Boston at http://www.masshousingregulations.com/,

MassGIS, the Harvard Forest Survey of Massachusetts and the US Census Bureau.
* Significant at 5%.

** Significant at 1%.

rules as enforcing the level of density that was in place almost a
century ago.

Other town characteristics are also correlated with minimum
lot sizes, but the effects are much weaker. There is also a modest
negative correlation between share of the population that works
in manufacturing in 1940 and less restrictive minimum lot sizes.
The same correlation appears in 1915, but the coefficient is statis-
tically insignificant. There are two plausible explanations for this
phenomenon. First, manufacturing may proxy for working class
residents who were less concerned with restricting building for
the poor. Second, manufacturing may proxy for the presence of
businesses that have an interest in building more to keep housing
prices low so that they don’t need to pay workers more to com-
pensate them for high housing costs.

Percent white in 1940 is associated with slightly more stringent
minimum lot sizes. This result does not appear in 1915 because
there is almost no variation in percent white during that year. The
1915 parallel is that towns with more immigrants have less strin-
gent minimum lot sizes. These results present weak evidence for
the view that high minimum lot sizes where used by white na-
tives to restrict homes built for blacks and foreigners. It is also
useful to note the variables that don’t matter. For example, dis-
tance to Boston is irrelevant once we control for housing density.
The share of homeowners in the town is actually associated with
less restrictive zoning, but this effect is quite weak.

The connection between historical density and minimum lot
sizes prompted us to look for more ancient causes of minimum lot
sizes. Using data from the Harvard Forest Survey of Massachusetts,
we regressed minimum lot size today on the share of the town
that was forested in 1885. There is a 52 percent correlation be-
tween this variable and minimum lot size, which is shown in Fig. 7.
Forest cover in most of those towns in the 19th century was deter-

mined by the value of agricultural land, so it reasonable to think
that current zoning patterns reflect, in part, whether a town was
worth clearing and settling based on the value of its pre-modern
agricultural productivity.

We now turn to the determinants of these land use regulations.
Since subdivision requirements are so ubiquitous, we exclude those
and focus on whether the town has wetlands rules, septic rules
and cluster zoning. We include 1970 controls that predate these
regulations. The results are shown in regressions (3), (4) and (5)
of Table 3, which presents the marginal effects from probit regres-
sions. While we have included a rich bevy of controls, almost none
of these controls actually explain the adoption of these rules. This
is not because we have included a large number of controls, as
almost nothing is consistently, significantly correlated with these
outcomes when fewer controls are included.

In the case of wetlands regulation, the variable that most re-
liably and significantly predicts wetlands rules is the amount of
recreation water in the township. Places with more recreational
water are unsurprisingly more dedicated to protecting wet spaces.
They are also more likely to regulate septic systems more strin-
gently. Septic rules are particularly negatively associated with high
levels of housing density, if high density places are more likely to
rely on sewers rather than septic tanks.

We were surprised that so few of the other variables were sta-
tistically significant. In the case of wetlands restrictions, there is a
significant positive relationship between the amount of new devel-
opment in the 70s and early 80s and adoption, and a marginally
significant positive relationship between adoption and the share of
the population with 16 years or more of schooling. More gener-
ally, these regulations which vary so much from town to town, are
surprisingly uncorrelated with most town characteristics. This may
either reflect an efficiency view of these regulations where they
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Direct Consequences of Land Use Regulation

1 Regulation restricts housing supply
I As lot size rises by an acre, permits fall by 40% Table

I The impact of other rules is imprecisely estimated but negative

2 The impact of regulation on house prices should not be too local
I Restrictions are predicted to increase prices in the region
I No effect on the single adopting town if there are close substitutes
I There is an effect but richer controls make it disappear Table

I Consistent with regional price growth

Is it good or bad to create an elitist boutique city?
I Good or bad for whom?

Regulation Forward
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Table 4
Effect of minimum lot size on permits and housing stock, 1980–2002.

(1) (2) (3) (4) (5) (6)
ln(total single family permits) ln(total permits)

1980–2002 1980–1989 1990–1999 1980–2002 1980–1989 1990–1999

Acres per lot −0.3982 −0.402 −0.361 −0.3085 −0.3123 −0.3384
[0.1392]** [0.1541]** [0.1696]* [0.1346]* [0.1559]* [0.1642]*

Log of Town Area 0.8498 0.7907 0.9367 0.7028 0.5834 0.9056
[0.0892]** [0.0987]** [0.1101]** [0.0884]** [0.1023]** [0.1138]**

Distance to Boston 0.0057 0.0053 0.0046 −0.0043 −0.0057 0.0014
[0.0050] [0.0055] [0.0058] [0.0047] [0.0055] [0.0057]

Major university 0.048 0.0897 −0.4595 0.1303 −0.0212 −0.3603
[0.2306] [0.2552] [0.2773] [0.2168] [0.2510] [0.2633]

Log of Housing Stock (Initial period) 0.3105 0.3615 0.365 0.4205 0.5336 0.3863
[0.0745]** [0.0824]** [0.0968]** [0.0769]** [0.0890]** [0.1032]**

Pct. <18 (Initial period) 0.0498 0.0428 0.0595 0.0447 0.0369 0.0506
[0.0128]** [0.0142]** [0.0179]** [0.0133]** [0.0154]* [0.0176]**

Pct. BA+ (Initial period) −0.0044 −0.0032 −0.0005 −0.0071 −0.0099 0.0007
[0.0031] [0.0035] [0.0033] [0.0033]* [0.0038]** [0.0034]

Pct. white (Initial period) 0.0183 0.0052 0.0374 0.0299 0.0187 0.0253
[0.0124] [0.0137] [0.0087]** [0.0131]* [0.0151] [0.0090]**

Share of single family housing (1980) −0.0086 −0.006 −0.0049
[0.0032]** [0.0037] [0.0036]

Constant −6.5124 −5.7276 −10.5979 −5.9161 −5.2229 −8.607
[1.4627]** [1.6188]** [1.3023]** [1.4615]** [1.6920]** [1.2536]**

Observations 185 185 185 185 185 185
R-squared 0.69 0.62 0.66 0.71 0.68 0.65

Notes. (1) Standard errors in brackets.
(2) Dependent variable for regressions (1)–(3) is the ln(single permits) for the years indicated above, and the dependent variable for regressions (4)–(6) is the ln(total

permits) for the years indicated above.
(3) Data from US Census Bureau, MassGIS, and the 2005 US News and World Report college and university rankings.

* Significant at 5%.
** Significant at 1%.

places with more housing in 1980 have built more since then.6

Major universities are negatively correlated with development in
the 1990s, but not before then. Percent white is positively corre-
lated with development in the 1990s. Towns with lots of young
people built more across both time periods.

In regressions (4)–(6), we turn to the logarithm of total permits.
In this case, we also control for the initial share of the housing
stock that is multi-family in an attempt to control for any long-
standing tendencies to build high rise buildings. In this case, the
coefficient falls to −0.3 over the entire sample. The coefficient is
slightly higher for the two other time periods.7 Overall, acres per
lot is negatively associated with permitting in all of our specifica-
tions and the coefficients are always statistically significant.

We can also look at the relationship between acres per lot and
total housing density in 2000, controlling for housing density in
1940. A simple regression across 187 cities and towns estimates:

Log

(
Homes2000

Acres

)
= 0.51

(0.03)
·Log

(
Homes1940

Acres

)

− 0.36
(0.08)

·LotSizeMinimum + OtherControls. (4)

The other controls include distance to Boston, the presence of a
major university and the log of land area in the town. Standard
errors are in parentheses. As the acres per lot increases by one, the
logarithm of housing units in 2000 falls by 0.36 log points, which
can be interpreted as suggesting a reduction of housing growth by
thirty six percent over the entire 1940–2000 time period.

6 Controlling for the housing stock in 1980 is essentially controlling for the impact
that land use controls have had on building prior to that point. If we control instead
for housing density in 1940, the coefficient on acres per lot rises in magnitude to
approximately −0.5.

7 While the effect of acres per lot is somewhat weaker on overall permitting than
it is on single family permitting, this change does not imply that acres per lot is
positively correlated with multi-family permits. Acres per lot is also negatively as-
sociated with multi-family permits if those permits are treated separately.

Table 5 provides results for our other regulatory measures.
Since we know when these regulations were imposed and since
we have permits by year, we are now able to run panel regressions
both with and without town fixed effects. When we exclude town
fixed effects we include 1970-era controls, as we did in the regres-
sion explaining these variables, which includes town area, housing
stock, share of the population below age 18, share of the popula-
tion that is white and share of the population with college degrees.
We also include the dummy variable indicating the presence of a
major university. All standard errors are clusters by town.

The first two regressions show the three types of rules included
simultaneously. In the specification with town controls, wetlands
and subdivision rules are negatively but insignificantly correlated
with development. Septic rules are extremely weakly positively as-
sociated with development. In the specification with town fixed
effects, all three coefficients negatively predict development, but
only the subdivision rules are statistically significant.

In regressions (3) and (4), we aggregate these variables into
an index by just adding them together. In the specification with-
out fixed effects, the coefficient is −0.067, which is statistically
insignificant. In the specification with town fixed effects, the coef-
ficient rises to −0.11 which has a t-statistic of two. This specifi-
cation suggests that each new regulation is associated with about
a ten percent reduction in new construction. Of course, we cannot
be sure that these restrictions are actually causing the reduction
in new construction. The decline in new construction might reflect
a general anti-growth atmosphere that reflects itself in both new
regulations and a reduction in permits.8

The estimated coefficient of −0.1 suggests new construction
falls by about ten percent with each new regulation. We think this
estimated effect is fairly large. However, since the variation in new
permitting is also quite large, the estimate remains imprecise. This

8 Alternative ways of defining indices tended to yield broadly similar results.
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Regulations and House Prices
276 E.L. Glaeser, B.A. Ward / Journal of Urban Economics 65 (2009) 265–278

Table 6
The effect of minimum lot size and additional regulations on sales prices, 2000–2005.

(1) (2) (3) (4)
Ln(Sales Price, $2005)

Acres per lot 0.1218 −0.0685 0.0548 −0.0685
[0.0659] [0.0439] [0.0704] [0.0438]

Combined regulation index 0.085 −0.0001
[0.0345]* [0.0152]

ln(Total Number of Rooms) 0.2432 0.1632 0.2386 0.1632
[0.0403]** [0.0263]** [0.0392]** [0.0262]**

ln(Interior Square Feet) 0.6103 0.5071 0.6074 0.5071
[0.0313]** [0.0210]** [0.0314]** [0.0209]**

ln(Lot Size) 0.0967 0.0757 0.0906 0.0757
[0.0166]** [0.0093]** [0.0163]** [0.0092]**

ln(Town Area) −0.069 −0.0291 −0.0973 −0.0291
[0.0507] [0.0251] [0.0473]* [0.0277]

Distance to Boston −0.0143 −0.0085 −0.0147 −0.0085
[0.0046]** [0.0016]** [0.0042]** [0.0017]**

Major university 0.4117 0.1067 0.4137 0.1067
[0.1019]** [0.0363]** [0.0844]** [0.0363]**

Pct. <18 years old (2000) −0.0063 −0.0063
[0.0025]* [0.0025]*

Pct. white (2000) 0.0016 0.0016
[0.0009] [0.0008]

Pct. BA+ (2000) 0.0125 0.0125
[0.0006]** [0.0006]**

Log of Housing Stock (2000) 0.0155 0.0155
[0.0212] [0.0217]

Constant 7.4231 7.5798 7.636 7.5797
[0.4075]** [0.2274]** [0.4029]** [0.2354]**

Observations 55296 55296 55296 55296
R-squared 0.31 0.37 0.31 0.37

Notes. (1) Robust standard errors in brackets. Standard errors are clustered by town.
(2) Year Fixed Effects were included.
(3) Excludes towns >30 miles away from Boston.
(4) Dependent variable is the log of sales prices for 2000–2005 housing sale transactions, in 2005 dollars.
(5) Data from Data is from the Pioneer Institute’s Housing Regulation Database for Massachusetts Municipalities in Greater Boston at http://www.masshousingregulations.

com/, Banker and Tradesman data on housing transactions, the US Census Bureau, MassGIS and the 2005 US News and World Report college and university rankings.
* Significant at 5%.

** Significant at 1%.

regression (1). In regression (4) of the table, we include the other
town variables and again find that the price effects disappear.

How do these effects compare with the existing literature? The
papers on California land use controls (see Katz and Rosen, 1987,
and Quigley and Raphael, 2005) have generally looked at much
larger jurisdictions and found significant price effects of limita-
tions on growth. These findings are quite consistent with ours, if
houses are much less likely to be substitutes between those larger
jurisdictions. Maser et al. (1977) look at smaller areas, but they
are focused on type of use zoning, not restrictions on density, and
they do not try to estimate a zoning effect separate from the uses
in the area. Their results are closer in spirit to our regressions
(1) and (3). Pollakowski and Wachter (1990) find that there are
spillovers across areas, which supports the view that price effects
of land use restrictions could be much higher than the price effects
at the town level.

5. Do current density levels maximize land values?

The previous regressions suggest that land use restrictions re-
duce construction activity, and increase prices, although the lat-
ter effect works through changing densities and the demographic
composition of a town. However, these results tell us nothing
about whether these land use restrictions are optimal or not. If
there are negative externalities associated with increased densities,
then the free market is unlikely to come to a socially optimal den-
sity level. Land use controls that restrict development may be an
optimal response to these externalities, as in Fischel (1978, 2001).

A standard result in the urban literature is that policies that
maximize local land values will also maximize social welfare

(Brueckner, 1983). Maximizing land values means maximizing the
consumer surplus in an area, at least if there are not cross-
jurisdictional externalities where development in one town hurts
(or helps) its neighbors. Those cross-jurisdictional externalities are
outside the scope of this paper, but we do have enough informa-
tion to test whether localities are choosing the density levels that
are maximizing total land values, if land values are understood as
the difference between housing sales prices, denoted P (D) where
D represents density, and total construction costs. We will focus
on whether density levels maximize land values and not try to fig-
ure out any ancillary effects of other regulations, such as septic
controls or wetlands rules.

In principle, the marginal cost of building a new home can
be rising with density, especially once the town is filled with
multi-story apartment complexes. We will assume that construc-
tion costs are fixed at C dollars per unit, which is a reasonably
accurate assumption for the single family detached houses that are
the norm in suburban Boston. If the amount of land in the town
is normalized to equal one, then total land values equal D(P − C),
where D denotes housing density and P denotes housing price. We
assume that the price level is a function of density, P (D), because
higher densities mean both smaller lot sizes and more congestion.
If prices rose with density, then the land value maximizing density
level would be infinite. Increasing density raises land value if and
only if:

P (D) − C

P (D)
> − D P ′(D)

P (D)
. (6)

As long the elasticity of price with respect to density is less than
the share of housing prices that are not construction costs, then

Back
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Indirect Consequences of Land Use Regulation
Restricted housing supply:

1 Lower or negative population and employment growth
I One household, one house
I Housing depreciation and decreasing household size
I Permits must be 0.5% of the stock for zero growth

2 More volatile house prices in response to demand shocks
I Volatility affects quantity or price depending on supply elasticity

Higher house prices:

1 Higher nominal wages to preserve spatial equilibrium
I This eventually implies fewer firms, in theory and in practice

2 Only the wealthy can afford the area’s big, expensive houses
I More educated but less diverse region
I Seemingly not older nor less open to outsiders

Back
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Negative Externalities and Land Use Regulation
Consider an economy with two locations: the city and the hinterland

I The city hosts fraction N of the population
I Congestion externalities lead to urban utility V (N) with V ′ < 0
I The hinterland yields reservation utility Ū

With constant construction cost C , the free market yields

V (N̄)− C − Ū = 0

Utilitarian social welfare maximization is

max
N
{N [V (N)− C ] + (1−N) Ū}

The social optimum is

N∗ < N̄ such that V (N∗)− C − Ū +N∗V ′ (N∗) = 0

Restrictive regulation is useful to correct negative externalities
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Political Economy of Land Use Regulation

Let the city start with N0 � N∗ residents: their utility is V (N)

The owners of an undeveloped plot can earn V (N)− C − Ū
The political process maximizes a weighted social welfare function

I Weight λ on residents and 1− λ on owners of undeveloped land
I Easy to microfound with probabilistic voting, lobbying, etc.

The policymaker’s problem is

max
N
{λN0V (N) + (1− λ) (N −N0) [V (N)− C − Ū ]}

Enacted policy is

N̂ such that V
(
N̂
)
− C − Ū + N̂V ′

(
N̂
)
+
2λ− 1
1− λ

N0V ′
(
N̂
)
= 0

assuming that N̂ > N0 to disregard a potential corner solution
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Distortions in Land Use Regulation

If λ = 1/2 the social welfare optimum is achieved trivially

If N0 = 0 the Henry George Theorem applies and N̂ = N∗

I Competitive developers maximize aggregate land value from scratch

If N0 > 0 and λ < 1/2 there is over-development: N̂ > N∗

I Developers ignore the negative externality they impose on residents

If N0 > 0 and λ > 1/2 there is under-development: N̂ < N∗

I Residents ignore the interests of developers and prospective residents

Failure of the political Coase theorem
I If residents owned all undeveloped land then N∗ would be attained
I Transfers from developers to residents are diffi cult or even illegal

Boston seems to display under-development (Glaeser and Ward 2009)
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Externalities with Two Cities

An important further complication if we move past the small open city

With two cities the free market yields V1 (N̄1) = V2 (1− N̄1)
Nation-wide welfare maximization is

max
N1
{N1V1 (N1) + (1−N1)V2 (1−N1)}

The social optimum is N∗1 such that

V1 (N∗1 ) +N
∗
1V
′
1 (N

∗
1 ) = V2 (1−N∗1 ) + (1−N∗1 )V ′2 (1−N∗1 )

It no longer makes sense to consider one city in isolation

The free market might reach an optimum even with externalities
I Even with asymmetric externalities: Vi (Ni ) = V i0N

−δ
i
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A Cautionary Tale

Assume linear congestion

Vi (Ni ) = V i0 − vNi

The free-market outcome is

N̄1 =
1
2

[
1+

1
v

(
V 10 − V 20

)]
Utility is equalized across locations at

V̄ =
1
2

(
V 10 + V

2
0 − ν

)
The Pigovian tax in city i is vNi
The optimum is attained if both cities levy the Pigovian tax
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Ineffi ciency of One-Sided Pigovian Intervention
Let the Pigovian tax be levied in city 1 only, and rebated nationwide
The equilibrium outcome is

N̂1 =
1
3

[
1+

1
v

(
V 10 − V 20

)]
Utility is equalized across locations at

V̂ =
1
9

[
1
v

(
V 10 − V 20

)2
+ 5V 10 + 4V

2
0 − 5v

]
The equilibrium is Pareto inferior to the free-market solution if

2
v

(
V 10 − V 20

)2
< V 20 − V 10 + ν

I The two cities are similar: V 10 ≈ V 20
I Externalities are strong: large v

Development is shifted, not eliminated
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Housing Supply and Housing Bubbles

Glaeser, Gyourko, and Saiz (2008): an advantage of supply rigidity

An irrational housing bubble is an exogenous demand shock
I Unwarranted temporary increase in optimism about future prices
I No rational bubbles with unbounded supply and bounded demand

Boom and bust from any temporary positive demand shock
1 Temporary increase in price and construction
2 Subsequent undershooting of prices and construction

If housing supply is less elastic
I The boom in house prices is larger
I Total housing investment during the boom is smaller
I The welfare cost is lower, since it is caused by overbuilding

A possible positive effect of elastic supply: shorter bubbles
I If bubbles are due to backward-looking expectations of price growth
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Prices and Interest Rates

64 
 

 
 

Figure 1: Prices and Interest Rates 
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Housing Dynamics Cheap Credit and the Housing Boom

The Credit Market View

Were low interest rates responsible for the housing bubble?
I Prominent economists have been associated with this view

Basic logic: the cost of carrying a home is

ν ≡ δ+ κ + (1− θ) (µ+ i)− π

No arbitrage between ownership and rental

Q̇ = νQ − R

Price rises offset interest rate declines

This justified high boom prices as real rates fell to very low levels
I Decline of 190 basis point from 2000 to 2005
I Himmelberg, Mayer and Sinai (2005) have a semi-elasticity of 20
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A More Comprehensive Dynamic Model

Several factors weaken the link between price and interest rates

1 Short-run elasticity of housing supply
I Prices remain driven by construction costs, quantity adjusts instead

2 Expected mobility with volatile and mean-reverting interest rates
I Buyers with low i anticipate having to sell with higher i

3 The ability to refinance with volatile and mean-reverting interest rates
I Mortgages with high i will be renegotiated with lower i

4 Disconnect between private discount rates and market interest rates
I Buyers are credit constrained

Glaeser, Gottlieb, and Gyourko (2010) cut the semi-elasticity by 3/4

Ultimately an empirical question
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Semi-Elasticity of U.S. House Prices 57 
 

 
 

 
Table 6: Semi-Elasticity of National House Prices 

Dependent variable: log national house prices 
 

  (1) 
Log Price 

(2) 
Log Price 

(3) 
Log Price 

(4) 
Log Price 

(5) 
Log Price 

(6) 
Log Price 

(7) 
Log Price 

(8) 
Log Price 

Real 10‐year rate  ‐6.82** 
(1.85) 

‐1.82 
(1.16) 

‐10.5** 
(2.58) 

‐1.16 
(3.17) 

       

Change in real 10‐year rate          ‐1.44* 
(0.53) 

     

Real 10‐year rate, <3.45%            ‐13.3** 
(3.73) 

‐8.00** 
(1.98) 

 

Real 10‐year rate, >3.45%   
 

        ‐3.05** 
(0.85) 

1.48 
(1.56) 

 

Linear time trend    0.012** 
(0.0036) 

  0.016 
(0.0068) 

    0.012** 
(0.0027) 

 

Romer and Romer shock                0.36 
(1.37) 

Constant  5.70** 
(0.088) 

5.47** 
(0.055) 

5.82** 
(0.096) 

5.42** 
(0.14) 

0.0081 
(0.0090) 

5.86** 
(0.13) 

5.63** 
(0.052) 

0.0075 
(0.011) 

Observations  29  29  24  24  29  29  29  29 
R²  0.50  0.72  0.57  0.71  0.16  0.61  0.81  0.0048 
Years   1980‐

2008 
1980‐
2008 

1985‐
2008 

1985‐
2008 

1980‐
2008 

1980‐
2008 

1980‐
2008 

1980‐
2008 

Standard errors, in parenthesis, are adjusted for heteroskedasticity and autocorrelation using the Newey-West method with 2 lags.  
**p<0.01  *p<0.05  +p<0.1 
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Credit Markets and Housing Prices in U.S. Data

From 1996 to 2006 Q rose by 53% and i fell by 120 basis point

The long-run link between Q and i is around 7% per 100 basis points

Slightly larger at low i and in inelastic housing markets: 8%

This semi-elasticity explains a 10% price increase– not the boom
I Not even cherry-picking 2000—05 for the maximum swing in i

Other credit market conditions were changing too, albeit moderately
1 Mortgage approval rates Figure

2 Downpayment requirements Table

The impact is modest in the model, and apparently in the data too
I Substantial endogeneity and selection effects

We are left with over-optimism (Case and Shiller 2003). But why?
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Mortgage Applications and Approval Rates
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Figure 1: Prices and Interest Rates 

 

Figure 2: Applications and Approval Rate 
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Distribution of Loan-to-Value Ratios Over Time
60 

 

 
 

 
 

Table 9:  Distribution of Loan-to-Value Ratios Over Time 
89 Metropolitan Area Sample, 1998-2008 

Year 
# of Obs. 

Distribution of LTVs Using First Mortgage Only Distribution of LTVs Using Up to Three Mortgages
  10th  25th  50th 75th 90th Mean 10th 25th 50th 75th 90th Mean

1998  1,558,354  0%  67%  80% 97% 100% 73% 0% 68% 86% 97% 100% 74%
1999  1,749,790  0%  68%  80% 97% 100% 74% 0% 69% 87% 98% 100% 75%
2000  1,685,717  0%  65%  80% 95% 100% 72% 0% 66% 85% 97% 100% 73%
2001  1,794,506  0%  68%  80% 95% 99% 73% 0% 69% 88% 97% 100% 75%
2002  1,967,336  0%  63%  80% 95% 99% 70% 0% 65% 85% 96% 100% 73%
2003  2,127,516  0%  60%  80% 94% 99% 69% 0% 63% 82% 96% 100% 72%
2004  2,751,095  0%  52%  80% 85% 98% 65% 0% 56% 80% 95% 100% 69%
2005  3,039,726  0%  60%  80% 80% 95% 65% 0% 64% 86% 99% 100% 71%
2006  2,421,704  0%  68%  80% 80% 98% 68% 0% 70% 90% 100% 100% 74%
2007  1,777,035  0%  63%  80% 95% 100% 69% 0% 66% 90% 100% 100% 73%
2008  1,410,082  0%  38%  80% 98% 99% 65% 0% 40% 80% 98% 99% 67%

 
Source:  Authors’ calculations using DataQuick microdata.  See the text for more detail on the sample and variable construction. 
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Challenging Stylized Facts

1 Price changes are predictable (Case and Shiller 1989)
I Short-run persistence: 60—80% momentum in annual data
I Mean reversion at lower frequencies: 20—30% over five years

2 Quantity changes are also predictable
I Strong momentum in population and the housing stock
I Persistence when prices mean revert

3 High volatility within a market over time
I Prices are most volatile in coastal markets
I Construction is most volatile in the Sun belt

4 Most price variation is not national but local, market-specific
I Year fixed effects account for merely 8% of the variance of prices
I and 27% of the variance price changes
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Mean Reversion of House Prices
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Figure 1:  Real House Price Appreciation in the 1980s and 1990s
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Persistence of Growth in the Housing Stock
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Figure 2:  Housing Unit Growth in the 1980s and 1990s
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The Glaeser—Gyourko Modelling Approach

Fit the data with a dynamic rational expectation model
I How many features of housing dynamics can it match?

An urban economics model
I Alonso—Rosen—Roback: relative willingness to pay for different locations
I Rents determined endogenously by local wages and amenities
I Incorporate endogenous housing supply
I Focus on higher frequency price dynamics

Current version: Glaeser, Gyourko, Morales, and Nathanson (2010)
I An ambitious project that has been going on for a few years
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Preferences

A worker in city i at time t has utility

V it = A
i
t − aiN it + w it −H it +

1
1+ r

EH it+1

I Exogenous amenities Ait
I Agglomeration amenities or disamenities given city population N it
I Nominal wage w it
I House price H it , constant interest rate r and no maintenance costs

Spatial equilibrium with perfect mobility: for all i and t

V it = Ūt −
r

1+ r
C

I A reservation locale with exogenous utility
I House prices equal constant construction costs C
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Production Technology

Firms produce a costlessly tradable numeraire
I Exogenous maximum firm size Ē employees
I Homogeneous productivity per employee W i

t
I Heterogeneous fixed cost K̄j with city-specific distribution U

[
0, Ē2ωi

]
The number of firms is

1
Ēωi

(
W i
t − w it

)
The market clearing wage is

w it = W
i
t −ωiN it
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Construction Technology

The housing stock does not depreciate

N it+1 = N
i
t + I

i
t

Construction I it is carried out by builders with
I Exogenous capacity to build B̄ houses per period
I Homogeneous cost per house C + c i0t + c

i
2N

i
t

I Heterogeneous fixed cost K̄j with city-specific distribution U
[
0, B̄2c i1

]
Zero profits for the marginal entrant imply housing supply

EH it+1 = C + c
i
0t + c

i
1I
i
t + c

i
2N

i
t

Assume that c i1 > c
i
2, so prices react more to current construction
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Housing Demand

The spatial equilibrium condition can be written as housing demand

H it −
1

1+ r
EH it+1 −

r
1+ r

C = Ait +W
i
t − Ūt −

(
ai +ωi )N it

= x̄ i + x it + q
i t − αiN it

Agglomeration diseconomies αi ≡ ai +ωi > 0 by assumption

Exogenous evolution of relative appeal Ait +W
i
t − Ūt ≡ x̄ i + x it + qi t

I City fixed effect x̄ i
I City specific trend qi
I ARMA(1,1) stochastic process

x it = δx it−1 + εit + θεit−1 with δ ∈ (0, 1)

Transversality condition lims→0 (1+ r)
−s

EH it+s = 0: no bubbles
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Dynamic Equilibrium

Housing market dynamics are described by a linear system
I It can be solved in terms of shocks and deviations from the steady state

The ARMA(1,1) process enables momentum and then mean reversion

1 Innovations ε affect both prices H and construction I
I The relative impact depends on the rigidity of housing supply c i1

2 Prices are predictable because so are wages and construction
I If only because of convergence to their steady state values
I Inelastic housing supply (higher c i1, also c

i
2) slows down convergence

3 The impulse responses of both H and I involve overshooting
I For a positive shock, the city eventually becomes too large
I So prices and construction fall below their steady state levels
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Impulse Response Functions

2 4 6 8 10

1

2

3

4

Population: - - - - - Construction: – – – Price:
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Persistent Quantities and Mean-Reverting Prices

The model can match the long-run, decadal pattern in the data

1 Positive serial correlation in population growth
2 Negative serial correlation in price growth

Positive correlation in quantities is driven by heterogeneous trends
I The variance of the trends overcomes the variance of the shocks

Trends have little impact on price changes, since they are anticipated
I Price movements are driven mostly by temporary shocks.
I As long as c i2 is low enough, prices mean revert
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Volatility and Serial Correlation in House Prices

Table 2: Volatility and Serial Correlation in House Prices and Construction: HMDA
Income Data, 1990-2004

Coastal Sunbelt Interior
Horizon Model Data Model Data Model Data

Volatility of House Price Changes ($)

1 year 18,000 17,700 4,000 3,900 6,000 6,000
3 year 30,000 43,200 6,000 7,000 10,000 14,000
5 year 37,000 61,700 7,000 8,500 11,000 19,000

Serial Correlation of House Price Changes

1 year -0.00 0.80 -0.13 0.59 -0.06 0.81
3 year -0.16 0.38 -0.35 0.03 -0.25 0.36
5 year -0.24 -0.68 -0.45 -0.50 -0.36 -0.57

Volatility of Construction (units)

1 year 1,800 2,400 4,300 6,300 2,200 2,300
3 year 4,200 5,900 10,600 15,200 5,800 5,300
5 year 5,900 8,300 15,200 20,400 8,800 7,100

Serial Correlation of Construction

1 year 0.50 0.82 0.61 0.88 0.74 0.83
3 year 0.17 0.35 0.31 0.38 0.49 0.33
5 year -0.04 -0.66 0.09 -0.50 0.28 -0.56

34
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Volatility and Serial Correlation in Construction
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Calibration Results

The calibration matches short-run but not long-run price volatility
I The underprediction is worst where supply is least elastic

The strong short-run price momentum remains a complete puzzle
I The model predicts mean reversion in the short term too

Underpredicted volatility of construction, especially at longer horizons

The model does predict positive serial correlation of construction
I Qualitatively right, quantitatively insuffi cient

Two open puzzles

1 Persistence in high-frequency price changes over one year
2 High volatility in both prices and quantities over the long term
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